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1 Introduction

In this paper we describe the implementation of a technique for minimizing XOR circuits used in cryptographic algorithms. More precisely, we present our work from [4] for encoding this synthesis problem to SAT with a focus on the case study of optimizing an important component of the Advanced Encryption Standard (AES) [8]. In addition to these previously published contributions, we report on novel encouraging experimental results that allow us to actually prove optimality of the results obtained.

The AES algorithm consists of the (repeated) application of four steps. The main step for introducing non-linearity is the \texttt{SubBytes} step that is based on a so-called S-box. This S-box is a transformation based on multiplicative inverses in GF($2^8$) combined with an invertible affine transformation. This step can be decomposed into two linear parts and a minimal non-linear part. We focus on the optimization of the linear parts, in particular the first one (called the “top matrix” in [2]).

In this paper, we assume that we have \( n \) inputs \( x_1, \ldots, x_n \) and \( m \) outputs \( y_1, \ldots, y_m \). Then the linear function to be computed can be specified by \( m \) equations of the form \( y_\ell = a_{\ell,1} \cdot x_1 \oplus a_{\ell,2} \cdot x_2 \oplus \cdots \oplus a_{\ell,n} \cdot x_n \) for \( 1 \leq \ell \leq m \). We call each equation a linear form. Note that each \( a_{\ell,j} \) is a constant from GF(2) = \( \{0, 1\} \), each \( x_j \) is a variable over GF(2), and \( \oplus \) and \( \cdot \) denote standard addition and multiplication on GF(2).

Our goal is to come up with an algorithm that computes these linear forms given \( x_1, \ldots, x_n \) as inputs. More specifically, we would like to express this algorithm via a linear straight-line program (or, for brevity, just program). Here, every line of the program has the shape \( u := e \cdot v \oplus f \cdot w \) with \( e, f \in \text{GF}(2) \) and \( v, w \) variables. Some lines of the program will contain the output, i.e., assign the value of one of the desired linear forms to a variable. The length of a program is the number of lines the program contains. A program is optimal if there is no shorter program that computes the same linear forms.

Example 1. Consider the following linear forms:

\[
\begin{align*}
y_1 &= x_1 \oplus x_2 \oplus x_3 \\
y_2 &= x_1 \oplus x_2 \oplus x_3 \oplus x_4 \\
y_3 &= x_1 \oplus x_2 \oplus x_4
\end{align*}
\]

A shortest linear program for computing these linear forms has length 4. The following linear program is an optimal solution for this example (and demonstrates cancellation).

\[
\begin{align*}
v_1 &= x_1 \oplus x_2 \\
v_2 &= x_3 \oplus v_1 \\
v_3 &= x_4 \oplus v_2 \\
v_4 &= x_3 \oplus v_3
\end{align*}
\]

For each output \( y_\ell \) there is a variable \( v_\ell \) that contains the linear form for \( y_\ell \). This mapping from variables to outputs is given by annotating the program lines with the associated output in square brackets.

---
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The goal is to find an optimal linear straight-line program for a given set of linear forms both automatically and efficiently. In [4] we first present an encoding of the associated decision problem to SAT:

Given \( n \) variables \( x_1, \ldots, x_n \) over \( \text{GF}(2) \), \( m \) linear forms \( y_\ell = a_\ell,1 \cdot x_1 \oplus \ldots \oplus a_\ell,n \cdot x_n \) and a natural number \( k \), decide if there exists a linear program of length \( k \) that computes all \( y_\ell \).

Of course, if the answer to this question is “Yes”, we do not only wish to get this answer, but we would also like to obtain a corresponding program of length (at most) \( k \). To this end, we ensure that each model of the propositional formula describes a program of length (at most) \( k \).

**Matrix Representation**

To facilitate the description of our encoding, we reformulate the problem via matrices over \( \text{GF}(2) \). Here, given a natural number \( k \) the canonical encoding of the \( \ell \)-th row thus consists of the entries \( a_{\ell,1} \cdots a_{\ell,n} \) from \( \text{GF}(2) \). Likewise, we can also express the resulting program via two matrices over \( \text{GF}(2) \): \( B = (b_{i,j})_{k \times n} \), where \( b_{i,j} = 1 \) iff in line \( i \) of the program the input variable \( x_j \) is read, and \( C = (c_{i,j})_{k \times k} \), where \( c_{i,j} = 1 \) iff in line \( i \) of the program the intermediate variable \( v_j \) is read. To represent for example the program line \( v_3 = x_4 \oplus v_2 \) from Example 1 all \( b_{3,j} \) except for \( b_{3,4} \) and all \( c_{3,j} \) except for \( c_{3,2} \) have to be 0. Thus, the third row in \( B \) is \((0 \ 0 \ 0 \ 1)\) while in \( C \) it is \((0 \ 1 \ 0 \ 0)\). Now, for the matrices \( B \) and \( C \) to actually represent a legal linear straight-line program, for any row \( i \) there must be exactly two non-zero entries in the combined \( i \)-th row of \( B \) and \( C \). That is, the vector \((b_{i,1} \ldots b_{i,n} \ c_{i,1} \ldots c_{i,k})\) must contain exactly two 1s.

Furthermore, for the represented program to actually compute our linear forms, we have to demand that for each desired output \( y_\ell \), there is a line \( i \) in the program (and the matrices) such that \( v_i = y_\ell \) where \( y_\ell = a_{\ell,1} \cdot x_1 \oplus \ldots \oplus a_{\ell,n} \cdot x_n \) and \( v_i = b_{i,1} \cdot x_1 \oplus \ldots \oplus b_{i,n} \cdot x_n \oplus c_{i,1} \cdot v_1 \oplus \ldots \oplus c_{i,i-1} \cdot v_{i-1} \). Finally, to represent the mapping of intermediate variables to outputs, we use a function \( f : \{1, \ldots, m\} \to \{1, \ldots, k\} \).

**Example 2.** Consider again the linear forms from Example 1. They are represented by the following matrix \( A \). Likewise, the program is represented by the matrices \( B \) and \( C \) and the function \( f \).

\[
A = \begin{pmatrix}
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 \\
\end{pmatrix} \quad B = \begin{pmatrix}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
\end{pmatrix} \quad C = \begin{pmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{pmatrix} \quad f = \begin{cases}
1 & \mapsto 2 \\
2 & \mapsto 3 \\
3 & \mapsto 4 \\
\end{cases}
\]

Obviously, all combined rows of \( B \) and \( C \) contain exactly two non-zero elements. Moreover, by computing the \( v_i \) and the \( y_\ell \), we see that each of the linear forms from \( A \) is computed by the program in \( B \) and \( C \).

**Encoding to Propositional Logic**

In [4] we give an encoding of the decision problem as a logical formula in second order logic and perform a stepwise refinement of that encoding such that we can finally reduce it to satisfiability of propositional logic. For the sake of brevity, we make use of cardinality constraints represented by predicates like \( \text{exactly}_k \) that take a list of variables and check that the number of variables that are assigned 1 is exactly \( k \). The final encoding to SAT can be performed by using [3]
With these constraints, we can ensure that $B$ and $C$ represent a legal linear straight-line program. This is encoded by the following formula $\beta_1$:

$$\beta_1 = \bigwedge_{1 \leq i \leq k} \text{exactly}_2(b_{i,1}, \ldots, b_{i,n}, c_{i,1}, \ldots, c_{i,i-1})$$

For $1 \leq j \leq n$ and $1 \leq i \leq k$, we introduce the auxiliary formulae $\psi(j, i)$, which denotes the dependence of the value for $v_i$ with respect to $x_j$ (i.e., whether the value of $v_i$ toggles if $x_j$ changes or not):

$$\psi(j, i) = b_{i,j} \oplus \bigoplus_{1 \leq p < i} c_{i,p} \land \psi(j, p)$$

We get the following encoding $\delta$ which expresses that $f$ is a function and the $i$-th intermediate variable indicated by $f(\ell)$ actually computes the $\ell$-th linear form.

$$\delta = \beta_1 \land \bigwedge_{1 \leq \ell \leq m} \left( \bigwedge_{1 \leq i \leq k} (f_{\ell,i} \rightarrow \bigwedge_{1 \leq j \leq n} (\psi(j, i) \leftrightarrow a_{\ell,j})) \right) \land \text{exactly}_1(f_{\ell,1}, \ldots, f_{\ell,k})$$

For the implementation of $\delta$ we use the SAT framework in the verification environment AProVE \cite{5} and the Tseitin implementation from SAT4J \cite{7}. As shown in \cite{4}, given a decision problem with an $m \times n$ matrix and a natural number $k$ (where w.l.o.g. $m \leq k$ holds since for $m > k$, we could just set $\delta = 0$), our encoding $\delta$ has size $O(n \cdot k^2)$ if the cardinality constraints are encoded in linear space \cite{3}.

## 2 Case Study: Advanced Encryption Standard

As mentioned in the introduction, a major motivation for our work is the minimization of circuits for implementing cryptographic algorithms. For our case study, we consider the first of the linear parts (called the “top matrix” in \cite{2}) which is represented by the $21 \times 8$ matrix $A$ given in Figure 1.

Here, the matrices $B$ and $C$ represent a solution with length $k = 23$. This solution was found in less than one minute using our decision procedure from Section 1 with MiniSAT v2.1 as backend on a 2.67 GHz Intel Core i7. We now know that $k_{\text{min}} = 23$ and, indeed, the shortest previously known linear straight-line program for the linear forms described by the matrix $A$ has length $k = 23$ \cite{2}. This shows that our SAT-based optimization method is able to find very good solutions in reasonable time. Unfortunately, proving the unsatisfiability for $k = 22$ proves to be much more challenging. Indeed, we have run many different SAT solvers (including but not limited to glucose, ManySat, MiniSat, MiraXT with 8 threads, OKsolver, PicoSAT, PrecoSAT, RSat, SAT4J) on the CNF file for this instance of our decision problem.

Some promising solvers were run for more than 40 days without terminating.

In an effort to prove unsatisfiability of this instance and thereby prove optimality of the solution with $k = 23$, we have asked for and received a lot of support and good advice from the SAT community (see the Acknowledgements at the end of this paper). At SAT’10, we were pointed to CryptoMiniSat \cite{9}, a solver featuring special support for dealing with (implicit) XOR gates, which are often used for cryptographic functions. Using version 2.5.1 of this solver, we were able to prove optimality of the corresponding instance with the improvements of Section 3 on an Opteron 848 at 2.2 GHz within less than 106 hours. Using pre-processing techniques, the
Figure 1:
To analyze how difficult these problems really are, we consider a small subset of the linear forms to be computed for the top matrix. The table to the right shows how the runtimes in seconds of the SAT solver are affected by the choice of $k$ for the case that we consider only the first 8 out of 21 linear forms from $A$. In order to keep runtimes manageable we already incorporated the symmetry breaking improvement described in Section 3. Note that unsatisfiability for $k = 12$ is still much harder to show than satisfiability for $k_{\text{min}} = 13$.

To conclude this case study, we see that while finding (potentially) minimal solutions is obviously feasible, proving their optimality (i.e., unsatisfiability of the associated decision problem for $k = k_{\text{min}} - 1$) is challenging. This observation confirms observations made in [6]. In the following section we present some of our attempts to improve the efficiency of our encoding for the UNSAT case.

### 3 Symmetry Breaking

Satisfiability of propositional logic is an NP-complete problem and, thus, we can expect that at least some instances are computationally expensive. While SAT solvers have proven to be a Swiss army knife for solving practically relevant instances of many different NP-complete problems, our kind of program synthesis problems seems to be a major challenge for today’s SAT solvers even on instances with “just” 1500 variables. In this section we discuss an approach based on symmetry breaking.

In general, having many solutions is considered good for SAT instances as the SAT solver is more likely to “stumble” upon one of them. For UNSAT instances, though, having many potential solutions usually means that the search space to exhaust is very large.

One of the main reasons for having many solutions is symmetry. For example, it does not matter if we first compute $v_1 = x_1 \oplus x_2$ and then $v_2 = x_3 \oplus x_4$ or the other way around. Limiting these kinds of symmetries can be expected to significantly reduce the runtimes for

<table>
<thead>
<tr>
<th>$k$</th>
<th>result</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>UNSAT</td>
<td>0.4</td>
</tr>
<tr>
<td>9</td>
<td>UNSAT</td>
<td>0.5</td>
</tr>
<tr>
<td>10</td>
<td>UNSAT</td>
<td>1.2</td>
</tr>
<tr>
<td>11</td>
<td>UNSAT</td>
<td>5.0</td>
</tr>
<tr>
<td>12</td>
<td>UNSAT</td>
<td>76.8</td>
</tr>
<tr>
<td>13</td>
<td>SAT</td>
<td>1.0</td>
</tr>
<tr>
<td>14</td>
<td>SAT</td>
<td>3.4</td>
</tr>
<tr>
<td>15</td>
<td>SAT</td>
<td>2.8</td>
</tr>
<tr>
<td>16</td>
<td>SAT</td>
<td>1.5</td>
</tr>
<tr>
<td>17</td>
<td>SAT</td>
<td>4.3</td>
</tr>
<tr>
<td>18</td>
<td>SAT</td>
<td>2.7</td>
</tr>
<tr>
<td>19</td>
<td>SAT</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Figure 2:

number of variables of this instance can be reduced from more than 45000 to less than 5000 in a matter of minutes.\(^1\)

\(^1\)The reader is cordially invited to try his favorite SAT solver on one of the instances available from: \[\text{http://aprove.informatik.rwth-aachen.de/eval/slip.zip}\]
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UNSAT instances. In our concrete setting, being able to reorder independent program lines is one of the major sources of symmetry. Two outputs in a straight-line programs are said to be independent if neither of them depends on the other (directly through the matrix $C$ or indirectly).

Now, the idea for breaking symmetry is to impose an order on these lines: the line which computes the “smaller” linear form (w.r.t. a total order on linear forms, which can e.g. be obtained by lexicographic comparison of the coefficient vectors) must occur before the line which computes the greater linear form.

We can encode the direct dependence of $v_i$ on $v_p$:

$$\bigwedge_{1 \leq i \leq k} \bigwedge_{1 \leq p < i} c_{i,p} \rightarrow dep_{i,p}$$

Likewise, the indirect dependence of $v_i$ on $v_p$ can be encoded by transitivity:

$$\bigwedge_{1 \leq i \leq k} \bigwedge_{1 \leq p < i} \bigwedge_{p < q < i} c_{i,q} \land dep_{q,p} \rightarrow dep_{i,p}$$

We also need to encode the reverse direction, i.e.:

$$\bigwedge_{1 \leq i \leq k} \bigwedge_{1 \leq p < i} \left( dep_{i,p} \rightarrow \left( c_{i,p} \lor \bigvee_{p < q < i} (c_{i,q} \land dep_{q,p}) \right) \right)$$

Now for $i > p$, the output $v_i$ should depend on the output $v_p$ or encode a greater linear form than $v_p$:

$$\bigwedge_{1 \leq i \leq k} \bigwedge_{1 \leq p < i} (dep_{i,p} \lor \left[ \psi(1,i), \ldots, \psi(n,i) \right] >_{lex} \left[ \psi(1,p), \ldots, \psi(n,p) \right])$$

Here lexicographic comparison of formula tuples is encoded in the usual way (cf. the encoding in [3]).

While this approach eliminates some otherwise valid solutions of length $k$ and thus reduces the set of admissible solutions, obviously there is at least one solution of length $k$ which satisfies our constraints whenever solutions of length $k$ exist at all. This way, we greatly reduce the search space by breaking symmetries that are not relevant for the result, but may slow down the search considerably.

Consider again the restriction of our S-box top matrix to the first 8 linear forms. With symmetry breaking, we can show unsatisfiability for the “hard” case $k = 12$ in 76.8 seconds. In contrast, without symmetry breaking, we cannot show unsatisfiability within 4 days.

4 Conclusion

In this paper we have shortly reiterated how shortest linear straight-line programs for given linear forms can be synthesized using SAT solvers. Then we have evaluated the feasibility of this approach by a case study where we minimize an important part of the S-box for the Advanced Encryption Standard. This study shows that our SAT-based approach is indeed able to synthesize shortest programs for realistic problem settings within reasonable time.

Proving optimality of the programs found by showing unsatisfiability of the associated decision problem leads to very challenging SAT problems. We have shown that breaking some
symmetries of our problem significantly reduces runtimes in the UNSAT case, and using Crypto-MiniSat recently we showed optimality in our case study. In future work, we consider to apply our method to other problems from cryptography. Also, we plan to further enhance our encoding and specialize existing SAT solvers to further improve performance in the UNSAT case.
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