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Abstract

In recent years, accidents and damages caused by wild animals have been serious prob-
lems. It has become important to detect wild animals accurately at an early stage. A
sufficient number of training infrared images is required to detect wild animals taking
various postures at night time using deep learning techniques. In this study, we propose
a method to increase appropriate training samples for night wild animal detection using
annotated daytime images. We employ a model based on Cycle Generative Adversarial
Network (CycleGAN) to be able to generate pseudo infrared images from daytime images.
In our experiments, we apply the proposed method to bear and boar detection. The exper-
imental results show that the proposed method achieves significant improvements in bear
detection accuracy taking various postures.

1 Introduction

In areas close to mountain forests, damage to crops and accidents involving attacks on people
by wild animals such as bears and boars have occurred. Traditional countermeasures are patrol,
electric fences, and traps. However, it is difficult for people to monitor large areas frequently.
Electric fences can be dangerous for people with pacemakers or defibrillators. It is necessary to
understand the tendency of the appearance of wild animals to set traps effectively. In order to
investigate the tendency, it is important to recognize wild animals with high accuracy. Because
wild animals, such as bears and boars, are often active at night, detecting them with high
accuracy at night is necessary.

Camera traps using motion sensors and cameras are widely used to capture wildlife safely
and automatically. However, manually analyzing the captured images requires a lot of time
and effort. In [1], a method for classifying wildlife in images captured by camera traps using
ResNet50 [7] has been proposed. However, this method cannot correctly identify small wild
animals in the images. In [10], a wildlife detection method based on R-CNN [5] has been
proposed. In [13], a method for efficient detection of bears has been proposed by extracting
candidate regions where bears are likely to exist using low-resolution images and classifying
each candidate region. However, this method focuses on images taken during the daytime and
cannot detect wild animals in images taken at night in infrared light. In order to realize an
object detection model that can accurately detect wildlife in infrared images taken at night,
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a sufficient number of infrared images of the target animal is required. Especially, bears can
stand up and pick up fruits on a branch of trees. Therefore, for accurate bear detection, we
need to collect infrared images of bears of various postures. Collecting thermal images of wild
animals of various postures is labor-intensive work and time-consuming.

On the other hand, in [2], CycleGAN [15] is applied to artificially generate nighttime vehicle
images from daytime vehicle images in order to create a nighttime vehicle detection model.
They also report that the generated pseudo-nighttime images can be used in addition to the
daytime images to generate a more accurate vehicle detection model.

In this paper, we propose a method to generate pseudo-infrared images from daytime images
in order to create an object detection model that can detect bears and boars from nighttime
infrared images with high accuracy. This method is based on the method described in [2]. The
contributions of this paper are as follows:

1. Reference [2] has proposed a CycleGAN-based method that converts daytime images
into nighttime images captured by a normal camera. On the other hand, in this paper,
we propose a converter that generates pseudo-infrared images by adding the features of
infrared images taken at night to images taken with a normal camera. We demonstrate
that the accuracy of detecting bears and boars at night can be greatly improved by
training an object detection model using the generated pseudo-infrared images.

2. Unlike the vehicles, which are targets of [2], the bears and boars take various postures. For
this reason, generating pseudo-infrared images of bears and boars is a more challenging
task, and the quality of the generated pseudo-infrared images varies greatly depending
on the input images. Low-quality pseudo images are not suitable for training an object
detection model. We demonstrate that object detection accuracy can be improved by
using image selection to extract only those suitable for training an object detection model.
We also analyze the improvement of detection accuracy posture by posture.

The rest of this paper is organized as follows. Section 2 describes You Only Look Once
(YOLO) and Generative Adversarial Network (GAN). In Section 3, we explain the proposed
method. In Section 4, we show experimental results. Finally, conclusions and future work are
presented.

2 Related Reserch

2.1 Object Detection Methods

You Look Only Once (YOLO) [11] is a kind of object detection method based on convolutional
neural networks. It is extended in YOLOv3 [12], YOLOv4 [3], and YOLOv5 [8]. YOLOv5
models employ Path Aggregation Networks (PAN) [9] and Cross Stage Partial Network (CSP-
Net) [14] to efficiently extract rich features from input images. Official YOLOv5 models are
implemented in the PyTorch framework, while YOLOv1 to YOLOv4 are implemented in the
darknet framework. YOLOv5 has four types of models: YOLOv5s, YOLOv5m, YOLOv5l, and
YOLOv5x of different sizes. In this paper, we use the YOLOv5x model for reliable bear and
boar detection because YOLOv5x is the largest of the four models, which is designed for more
accurate object detection.
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Figure 1: Overview of wildlife detection model generation for night infrared images.

2.2 Generative Adversarial Network

Generative Adversarial Network (GAN) [6] consists of two networks: generator and discrimi-
nator. The generator outputs a pseudo image, and the discriminator judges whether the image
is real or not. The generator learns to deceive the discriminator while the discriminator learns
to identify fake images more accurately. These two networks learn with conflicting goals simul-
taneously. This is why this network is called a generative adversarial network.

CycleGAN [15] is a method that achieves image transformation by learning the relationship
between the domains of two image datasets, instead of learning the relationship between the cor-
responding pixels of the two images. This allows CycleGAN to acquire an image transformation
without a large number of paired training images.

3 Proposed Method

3.1 Overview of the proposed method

Figure 1 shows an overview of the proposed method. The proposed method consists of (1)
pseudo-infrared dataset generation, (2) image selection, and (3) wildlife detector training. The
input is a set of images taken by normal cameras in the daytime and the corresponding annota-
tion data. In pseudo-infrared dataset generation, we generate nighttime pseudo-infrared images
from wildlife images taken with normal cameras during the day. Next, in image selection, we
remove images from the generated pseudo-infrared images that are not suitable for training the
object detection model. In the generated pseudo-infrared images, the position and orientation
of the target object in the image are not transformed. Therefore, the annotation data of the
daytime images can be directly used as the annotation data of the generated pseudo-infrared
images. In wildlife detector training, the accuracy of nighttime wildlife detection is improved
by training the object detection model using pseudo-infrared images in addition to regular day-
time camera images. In this paper, we aim to detect bears and boars. Considering the object
detection accuracy and training time, we adopt YOLOv5x as the object detection model. Other
object detection models can be used as well.
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Figure 2: Overview of the CycleGAN Framework.
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Figure 3: Cycle-consistency constraint.

3.2 Pseudo-infrared dataset generation

In this section, we describe the generation of the pseudo-infrared dataset shown in Figure 1.
In this process, pseudo-infrared nighttime images are generated from bear and boar images
taken in the daytime. This paper applies two methods to generate the pseudo-infrared im-
ages: grayscaling and day-to-night transformation using CycleGAN. In grayscaling, we use the
grayscaled image as the input image instead of the pseudo-infrared image. Next, we describe
the generation of pseudo-infrared images using CycleGAN.

As shown in Figure 2, CycleGAN can transform an image of one domain into an image of
another domain by a converter.

The framework is divided into two parts. One corresponds to the transformation from
domains A to B, and the other corresponds to the transformation from domains B to A. The
images of domains A and B do not have to be paired images that are the same in time and
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space. By using unpaired images, a night-to-day converter is trained based on the unsupervised
learning procedure for adversarial generative networks.

In this paper, domain A is the grayscale images of bears and boars taken in the daytime
(daytime images). Domain B is the infrared images of the bear and boar taken at night (night
images). The day-to-night converter and the night-to-day converter take the independent day
and night images, respectively. Each converter transforms the input images into those of the
other domain. In the training of the day-to-night converter, the day image is converted into
a pseudo-infrared image (false night image) by the current day-to-night converter and then
input into the night discriminator. The night discriminator learns to correctly classify the
real and fake images, while the day-to-night converter learns to fool the night discriminator.
We can achieve a more accurate transformation from the day domain to the night domain
by training the day-to-night converter and the night discriminator simultaneously. Similarly,
we train the night-to-day converter. To realize more accurate transformations from unpaired
images, CycleGAN also imposes a cycle-consistency constraint so that a pseudo night (day)
image generated by the day-to-night (night-to-day) converter can be restored to the original
image by the night-to-day (day-to-night) converter as shown in Figure 3. The corresponding
loss for this constraint can be expressed as |GD(GN(Id))− Id| and |GN(GD(In))− In| where
GD and GN are day-to-night and night-to-day converters, respectively, Id and In are the real
daytime and nighttime images used in training. By using day-to-night converter, we generate
pseudo-infrared images from daytime images.

3.3 Image selection

When CycleGAN is used to generate a pseudo-infrared dataset, the quality of a generated
pseudo-infrared image depends on the original image. There are pseudo-infrared images with
blurred or unclear outlines of bears and boars. Such low-quality pseudo images cause the
accuracy degeneration of the object detection model. Therefore, we manually remove the low-
quality pseudo-infrared images from the dataset and use the remaining images to train the
object detection model.

4 Experimental Results

First, we describe the datasets used to train and evaluate the proposed bear and boar detection
models and explain the experimental conditions. Then, the experimental results and discussion
are presented.

4.1 Dataset

First, we describe our training dataset. The daytime dataset consists of images taken by
ourselves and those from IMAGENET[4]. A daytime dataset, denoted by D, consists of 1606
bear images and 496 boar images. A night dataset, denoted by N, consists of 542 infrared bear
images and 142 infrared boar images taken at night.

Datasets D and N are manually annotated with two classes, boar and bear. Note that the
number of images in dataset N is much smaller than that in dataset D and that the bear/boar
postures and scenes are limited. We generated pseudo-infrared image datasets GR, GA, and
GA-S using dataset D according to the proposed method. Datasets D and N were used
for training CycleGAN. GR is a pseudo-infrared dataset generated by grayscaling. GA is a
pseudo-infrared dataset generated by CycleGAN from dataset D. GA-S is a pseudo-infrared
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Table 1: The number of images used in each dataset.
D N GR GA GA-S

Total 2102 684 2102 2102 1964
bear 1606 542 1606 1606 1468
boar 496 142 496 496 496

Table 2: Number of bear images of each posture in the evaluation dataset.
Front Back Side Sitting Standing Lying

Total 30 19 83 18 8 12

dataset generated by image selection from GA. The number of images for each training dataset
is shown in Table 1.

Next, we describe the images for evaluation. The evaluation dataset consists of 170 infrared
bear images and 101 infrared boar images. To evaluate the detection rate of bears taking various
postures, we classified the bear images into six categories: Front, Back, Side, Sitting, Standing,
and Lying. We show the number of images in each category in Table 2.

4.2 Experimental enrironment and evaluation index

We used PyTorch as our deep learning framework. CycleGAN uses the same architecture
as in the literature [15]. The batch size was 16, and the epoch number was 300. Other
hyperparameters were used for default values. We used YOLOv5 [8] as the object detection
method and YOLOv5x as the model.

The objective of the proposed system is to accurately detect bears and boars. The mean
Average Precision (mAP) was adopted to evaluate the quality of the detector. The Average
Precision (AP) is defined as the area under the precision-recall curve of a certain object class.
The mAP is the average of APs for all classes.

4.3 Pseudo infrared image generation

Figure 4 shows examples of the original images, pseudo-infrared images generated by grayscaling
and CycleGAN. Figure 5 shows examples of real infrared images. Compared with the pseudo-
infrared image generated by grayscaling, the pseudo-infrared image generated by CycleGAN
has two features that are closer to real infrared images. First, infrared images taken at night
tend to have shadows in the background where infrared light does not reach. Second, there
is a relatively large noise in the images. Although the pseudo-infrared image generated by
CycleGAN is unnatural compared with real infrared images shown in Figure 5, they are useful
for training an object detection model, as shown in the next subsection. The generation of
higher quality infrared images is in our future task.

4.4 Bear and boar detection

To verify the effectiveness of the proposed method, we evaluated the object detection accuracy
of YOLOv5x trained on different combinations of datasets D, N, GR, GA, and GA-S. Table 3
shows the evaluation results.
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Figure 4: Examples of pesudo infrared images. The images of the first row are real daytime
bear images. The images of the second and third rows are the corresponding gray-scale images
and images generate by CycleGAN, respectively.

Figure 5: Real infrared images.

The mAP of the model trained only on daytime image D taken by a normal camera was
28.0%. The mAP of the model trained on only dataset N was 48.0%. Because the infrared
images of bears used for training are not sufficient, the AP of bears is particularly low. On the
other hand, training with the combination of datasets D and N improved the mAP to 72.6%.
Next, we evaluated a model trained on the combination of datasets D and GA-S, assuming
that real nighttime images were not available. This model achieved comparable AP with that
of D+N for bears by using pseudo-infrared images. On the other hand, the AP for boar was
improved little. In particular, when the skin of a boar in an infrared image is bright due to
infrared light, the model of D and GA-S cannot detect the boar. To further improve the AP
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Table 3: mAP of object detection models trained with different datasets. [%]
D N D+N D+GA-S D+N+GR D+N+GA D+N+GA-S

Total 28.0 48.0 72.6 37.6 71.7 74.3 75.7
bear 55.7 28.9 77.5 73.9 78.2 80.4 83.2
boar 0.2 67.1 67.7 1.3 65.2 63.7 68.1

Table 4: Detection rate of bears taking various postures. [%]
D N D+N D+GA-S D+N+GR D+N+GA D+N+GA-S

Front 6.6 46.7 50.0 50.0 50.0 66.7 73.3
Back 5.3 10.5 31.6 52.6 31.6 63.2 47.4
Side 65.5 11.5 73.6 78.2 73.6 78.2 80.5
Sitting 72.2 33.3 94.4 77.8 94.4 94.4 100.0
Standing 12.5 0.0 50.0 37.5 50.0 50.0 50.0
Lying 8.3 0.0 8.3 33.3 8.3 16.6 41.7

for boar, we need to improve the quality of pseudo infrared images of boars. Moreover, the
model trained with D+N+GA-S improved both bear and boar detection accuracy. Using a
small number of real night images with pseudo images is also helpful.

To clarify which of the two types of pseudo images is more suitable, GR orGA, we compared
D+N+GR and D+N+GA. As a result, D+N+GA showed 2.6% increase in mAP over
D+N+GR. From this result, we can see that GA is more suitable for bear and boar detection
training than GR.

We compared the model trained with D+N+GA-S, in which the images generated by
CycleGAN with poor quality were removed, with the model trained with D+N+GA. The
mAP of D+N+GA-S was 1.4% higher than that of D+N+GA. This result indicates that
image selection is effective for training bear and boar detectors.

Moreover, we evaluated the detection rate of the bears taking different postures. The results
are summarized in Table 4. The results show that the model trained with D+N+GA-S is more
robust to the difference of posture compared with the other models. The accuracy was improved
by adding pseudo-infrared images of bears taking various postures for training. In Figure 6.
we show examples of bear detection by models trained with D, D+N, and D+N+GA-S,
respectively. For posture categories of Front, Side, and Sitting, we achieve higher accuracy
than Back, Standing, and Lying. In the case of Side, we can clearly see the legs of bears, and
the shape of bears is characteristic compared with other postures. Front and Sitting postures
make it easy to see the bear’s face, which is a characteristic of bears, while the back posture
makes it difficult to see the bear’s face. Furthermore, the bear’s body is assimilated into the
black background. Therefore, Front and Sitting can be considered to be significantly more
accurate than Back. The number of images of Standing and Lying is relatively small in our
training dataset. One of the future tasks is to increase the number of test data for each posture
and to create reliable dataset.

On the other hand, there were several cases in which the model trained with D+N+GA-S
misidentified large black objects as bears such as the dark trunk of tree, shadow between trees,
shadow of entrance of large metal tube used as trap. Realization of bear and boar detection
model which is robust to such large black objects and background is in our future work.
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Figure 6: Example of detection results of D, D+N, and D+N+GA-S.

5 Conclusion

In this paper, we have discussed cross-domain (daytime to nighttime) wildlife detection increas-
ing a training dataset without manual annotation process in the target domain (nighttime). We
have proposed a day-to-night converter that generates pseudo infrared images from daytime im-
ages. We have examined the performance of the proposed method when considering detectors
operating in the nighttime domain of infrared images of bears and boars taken in the real
world. As a result, the performance has been improved by adding pseudo-infrared images and
selecting and excluding images that are not suitable for training. We have demonstrated that
the mean Average Precision (mAP) of bear and boar detection has been improved from 18.4%
to 75.7% using pseudo images generated by CycleGAN. Moreover, we have demonstrated that
our method can be profitable even when the pseudo infrared images are not perfect.

In our future work, we will further improve the accuracy of bear and boar detection. It
is important to improve the quality of pseudo infrared images. In this paper, the accuracy of
boar detection was not improved significantly. If we can reproduce the features of glowing eyes
and bright skins of boars in infrared images, that is helpful to improve the quality of infrared
images. Also, we can use multiple GAN-based converters to make pseudo infrared images with
various features. Though we limited our target animals to bears and boars in this study, we
will make our method applicable to the detection of more wild animals.
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