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Abstract

Ranking functions are a tool successfully used in termination analysis, complexity anal-
ysis, and program parallelization. Among the different types of ranking functions and ap-
proaches to finding them, this talk will concentrate on functions that are found by linear
programming techniques. The setting is that of a loop that has been pre-abstracted so
that it is described by linear constraints over a finite set of numeric variables. I will review
results (more or less recent) regarding the search for ranking functions which are either
linear or lexicographic-linear.

1 Ranking Functions

Consider a program, viewed abstractly as a “single step” relation ` mapping a state s to the
next state s′. Thus a computation of the program is a chain s0 ` s1 ` s2 ` . . . . In termination
analysis, we wish to prove that there are no infinite chains. The ranking function method is
to find a function ρ that maps program states into a well-founded ordered set W , such that
ρ(s) > ρ(s′) whenever s ` s′. Well-founded orders have no infinite strictly-descending chains,
so all computations must be finite. In practice, the granularity of the “next step” relation may
vary. In many applications, the step in question represents a single application of a loop’s body.

The uses of a ranking function are several. Termination per se is a basic concern in program
verification. Secondly, in program transformation, one wants to ensure that generated code
does not breach termination properties, and moreover, that the transformation process itself
(e.g., a partial evaluation) is terminating. When the co-domain of the ranking function is
the non-negative integers, the function’s value on entrance to the loop bounds the number
of loop iterations. Thus, such ranking functions are useful in time-complexity analysis [1,
20]. More complex ranking functions, in particular, lexicographic, can also be used for this
purpose [3]. An estimate of the running time of a program (or just one loop) can be used in
several program transformation tasks, such as optimization and parallelization. Some of the
techniques mentioned below have been developed for loop parallelization, concurrently or even
before their adoption in termination analysis [16, 17].

The main sources for more details on results mentioned in this talk are [4] which summarizes
several results on linear ranking functions, [3] on lexicographic ranking functions, and, for recent
results, my joint work with Samir Genaim [5, 6].

2 Program Representation

Very often, to generate ranking functions, the semantics of the loop is represented (possibly
over-approximated) by linear constraints. A single-path linear-constraint loop (SLC for short)
over variables x1, . . . , xn has the form

while (Bx ≤ b) do A

(
x
x′

)
≤ c (1)
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where x and x′ are column vectors, and for some p, q > 0, B ∈ Qp×n, A ∈ Qq×2n, b ∈ Qp,
c ∈ Qq. Note that the coefficients are rationals. The loop variables range over the integers or
over the rationals1. For notational convenience, we let x′′ stand for

(
x
x′
)
. In (1), the constraint

Bx ≤ b is the loop guard, and ax′′ ≤ c is the loop update. A case of importance is deterministic
linear update, which can be expressed as x′ = A′x + c′ for A′, c′ of appropriate dimensions.

The transition relation of an SLC loop is a convex polyhedron in Q2n, usually denoted by
Q (for definitions of convex polyhedra and their essential properties, see [22]).

Whereas the loop update above is a conjunction of inequalities, a multipath linear-constraint
loop (MLC for short) is described by a disjunction of such conjunctions. It is written as

loop

k∨
i=1

[
Bix ≤ bi ∧ Ai

(
x
x′

)
≤ ci

]
(2)

Or (which amounts to the same) as a list Q1, . . . ,Qk of transition polyhedra. The MLC form
more faithfully represents loops that have a body which is not straight-line but involves branch-
ing, or where a non-linear operation has been abstracted to a disjunction of linear constraints.

A third form of program representation, generalizing MLC loops, is a control-flow graph
(CFG) annotated with linear constraints on its arcs, as used in [3] (and, with somewhat differ-
ent terminology, in [18, 23]). Generally speaking, one may say that this form is used when a
whole program module is translated to a constraint representation before calling the termina-
tion algorithm (examples of tools that has this flow are Julia [24] for Java bytecode programs,
Termilog [15] and Terminweb [10] for Prolog). On the other hand, in a tool such as Termi-
nator [14], only SLC loops are used: basically, the tool looks for potentially non-terminating
cycles, and applies the ranking-function generation algorithm to one at a time. COSTA [2]
handles one MLC loop at a time. In the next two sections, we concentrate on SLC and MLC
loops.

3 Linear Ranking Functions

A linear ranking function (LRF ) has the form ρ(x) = ~λ · x + λ0, with (λ0, ~λ) ∈ Qn+1, and
is required to satisfy: if x ` x′, then ρ(x) ≥ ρ(x′) + 1 and ρ(x) ≥ 0. Written explicitly, the
conditions are:

~λ · x + λ0 ≥ 0 (3)

~λ · (x− x′) ≥ 1 (4)

In general, the co-domain of ρ will be Q, but to justify its use as a termination proof, one can
convert it to a function with co-domain ω, namely 1 + max(ρ(x), 0).

The decision problem—does a LRF exist for a given linear-constraint loop? Will be denoted
by either LinRF(Q) or LinRF(Z), depending on whether the variables are allowed to assume
any rational value satisfying the constraints, or just integer ones. To the problem of computing
an explicit representation of the ranking function, if one exists, we refer as the synthesis problem.

THEOREM 3.1. LinRF(Q) ∈ PTIME, and LRF synthesis can be done in polynomial time,
for both SLC and MLC loops.

1assuming that the variables range over the reals makes no difference from the rational case in the problems
considered here.
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This is perhaps the best-known result in this area. This result is based on using Farkas’
lemma to transform the search for a LRF into a linear programming problem. Such a solution
has been found by multiple researchers in different places and times and in some alternative
versions: Sohn and van Gelder [23] did it (for MLC loops, restricted to non-negative integers)
in termination analysis of logic programs; Feautrier [16], for MLC loops, for scheduling parallel
computations; Podelski and Rybalchenko [21], for SLC loops, in termination analysis of imper-
ative programs; finally, Mesnard and Serebrenik [18] extended Sohn and van Gelder’s solution
to the rationals. A related technique, in [11], is based on similar considerations but is not
polynomial-time.

The fact that this solution is incomplete when the true domain of the variables is Z is
illustrated by examples of loops which terminate (and have a LRF ) over the integers, whereas
over the rationals they are not even terminating. One such loop is

while (x2 − x1 ≤ 0, x1 + x2 ≥ 1) do
x′2 = x2 − 2x1 + 1, x′1 = x1

(5)

This discrepancy has been noted, for example in [9, 13, 16]; the latter two point out that
the discrepancy disappears if all polyhedra in the program are integral. An integral polyhedron
is equal to the convex hull of its integer points [22]. The reason that this works is, intuitively,
convexity : a function that satisfies conditions (3,4) for a given set V of points x′′ also satisfies
them throughout the covex hull of V . Hence, a complete and sound, but unfortunately expo-
nential, algorithm to decide LinRF(Z) is to compute the integer hull of Q (or each Qi), and
proceed to solve LinRF(Q). In [6], we undertook a closer study of the complexity of LinRF(Z).
The main results follow.

THEOREM 3.2. LinRF(Z) ∈ coNP (referring to MLC loops); this problem is strongly coNP-
hard, even for deterministic SLC loops.

An outline of the proofs. coNP-hardness follows from the hardness of the problem: given
a polyhedron (in constraint representation), does it contain any integer point? The reduction
constructs a loop that has a LRF if and only if the given polyhedron has no integer points.

For inclusion in coNP, we have to show that non-existence of a LRF is a property for which
there is a polynomially-verifiable witness. For simplicity, consider a SLC loop Q. We start by
observing that a single transition x′′ ∈ Q that does not satisfy (3,4) for a given vector (λ0,~λ)

suffices to show that (λ0,~λ) are not the coefficients of a ranking function. We thus define W (x′′)

to be the set of coefficient vectors (λ0,~λ) ∈ Qn+1 that do not satisfy (3,4); we say that they
are witnessed against by x′′. It immediately follows that there is no LRF for Q if and only
if
⋃

x′′∈QW (x′′) = Qn+1. But this is not an effective condition, since there may be infinitely
integer points in Q.

The goal now is to obtain a finite (and polynomial) witness set. To this end, we rely on
convexity arguments, and on the generator representation of a polyhedron Q. The generator
representation consists of vertices, which are points of the polyhedron, and rays, also known
as recession directions; a ray y′′ ∈ Q2n is a vector such that for x′′ ∈ Q, x′′ + ay′′ is in Q for
all a ≥ 0. The set of rays is denoted by RQ. We call such a vector y′′ a homogenous witness
(h-witness for short) against (λ0,~λ) if one of the following requirements is not satisfied:

~λ · y ≥ 0 (6)

~λ · (y − y′) ≥ 0 (7)
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It can be shown that in this case, (λ0,~λ) cannot be the coefficient vector of a ranking func-
tion. Now, our witness against the existence of a LRF is a pair X,Y of sets, such that
X ⊆ Q, Y ∈ RQ, X 6= ∅ and X,Y witness, all together, against every possible coefficient
vector. To verify this we only need to verify that the witnesses are kosher (i.e., inclusion in Q
and RQ, respectively), and that there is no solution to the combined set of requirements (i.e.,
(3,4) for the members of X and (6,7) for members of Y ). This is a polynomial-time procedure, if
the size of X and Y (in bits) is polynomial. Fortunately, the existence of a polynomial-size wit-
ness set can be guaranteed; basically, we show that a polynomially big subset of the generators
constitutes such a witness set.

Synthesis. By computing the generator representation of a polyhedron (if not available), we
obtain an algorithm to find ranking functions—namely by finding a coefficient vector that none
of the generators witnesses againt. Computation of the generators is, in general, of exponential
time and space complexity. The resulting ranking-function coefficients are, however, of poly-
nomial bit-size, a result based on the considerations involved in proving the inclusion of the
decision problem in coNP. Interestingly, this sheds a new light on an algorithm proposed in [9],
which searches for LRF coefficients by a kind of bisection search on the space of coefficients.
Bounding the bit-size of the coefficients turns this search (which is unbounded, and hence only
a semi-decision procedure) into a decision procedure.

Polynomially solvable cases. If coNP-hardness is considered as bad news, a positive news
is that some special cases of interest can be solved in polynomial time. Basically, this happens
when the transition polyhedra are either integral to begin with, or of such a kind that their
integer hull is easy to compute. In [6] we characterize some benign cases, including loops in
which the body is a sequence of linear affine updates with integer coefficients (as in loop (5)
above) and the condition is defined by either an extended form of difference constraints, a
restricted form of Two Variables Per Inequality constraints, or a cone (constraints where the free
constant is zero). Some cases in which the body involves linear constraints are also presented.
A somewhat surprising hardness result is that for octagonal guards [19, 7] and deterministic
udpates, LinRF(Z) is already coNP-hard.

4 Lexicographic-Linear Ranking Functions

A lexicographic-affine ranking function (LLRF ) has the form τ(x) = 〈ρ1(x), . . . , ρd(x)〉 where

each ρi(x) = λ(i) · x + λ
(i)
0 . It has to descend in lexicographic order. The constant d is called

the dimension of the function.

Lexicographic ranking functions are a very natural concept: the oldest example of a (manual)
termination proof using ranking functions [25] uses lexicographic descent. Several automatic
methods of finding LLRF s have appeared, and we could point out that any method that finds
a LRF for each loop in a nested set of loops implicitly constructs a LLRF . An algorithm in
the style of Terminator [14] can also arrive at a lexicographic ranking function, but implicitly
and in a roundabout way.

Before discussing algorithms and complexity, there are some things to note, and first the
very definition, as there are different variants of the concept. Our definition follows. We use
the notation ∆ρ(x′′) for ρ(x)− ρ(x′).
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Definition 4.1. Let τ = 〈ρ1, . . . , ρd〉. We say that τ is a LLRF for a set T ⊆ Q2n of transitions
if and only if for every x′′ ∈ T there exists i ≤ d for which the following hold:

∀j < i . ∆ρj(x
′′) ≥ 0 (8)

∀j ≤ i . ρj(x) ≥ 0 (9)

∆ρi(x
′′) ≥ 1 (10)

When this holds, we write τ(x) �lex τ(x′′).

As for LRFs, the co-domain of the function is not really a well-founded set, but it can be
easily converted to a function into ωd in order to prove termination. We note that the definition
of [3] is more restrictive since it requires (9) to hold for all 1 ≤ j ≤ d. In contrast the definition
in [8] is more general since it requires (9) to hold only for j = i. Examples can be given to
show that these three classes of function are really different. In terms of complexity, [3] give
a polynomial-time algorithm, based on repeated finding of LRFs using linear programming,
whereas [8] use a (possibly exponential) combinatorial search. Our work in [5] is inspired by [3],
but extends it in certain ways: most importantly, we consider the complexity of the problem
when the variables are integer (that is, the set T of transitions is specified as the integer points
in a set Q1, . . . ,Qk of transition polyhedra).

In fact, [3] includes a (quite clever) completeness proof, but as for previous LRF generation
procedures, this completeness is for rational-valued state space. Even over the rationals, their
solution is incomplete when referring to our more flexible class of functions. An interesting
property of our class is that an SLC loop may require a lexicographic ranking function, as the
following example demonstrates:

while(x1 ≥ 0, x2 ≥ 0, x3 ≥ −x1) do x′2 = x2 − x1, x′3 = x3 + x1 − 2 . (11)

It has a LLRF τ1 = 〈x2, x3〉 as in Definition 4.1 (over both rationals and integers), while
according to the more restricted definition in [3], it has no LLRF at all.

As for linear ranking functions, we consider both the complexity of the decision problem
over the integers (denoted LexLinRF(Z)), and the synthesis problem. Our main results are:

THEOREM 4.2. LexLinRF(Z) is coNP-complete.

THEOREM 4.3. For synthesis of LLRF s, when variables range over the integers, there is a
complete synthesis algorithm that runs in polynomial time, given integer polyhedra (otherwise,
integer hulls have to be computed, which increases the running time to exponential.)

An essential component in our proofs is the notion of a quasi-LRF. We say that ρ is a
quasi-LRF for a set T of transitions if for every x′′ ∈ T the following holds:

ρ(x) ≥ 0 (12)

∆ρ(x′′) ≥ 0 (13)

We say that it is a non-trivial if, in addition, ∆ρ(x′′) > 0, for at least one x′′ ∈ X.
Our synthesis algorithm constructs a LLRF 〈ρ1(x), . . . , ρd(x)〉 in this way: first a non-trivial

quasi-LRF ρ1 is found; then the transitions where ρ1 strictly descends are eliminated; if some
are left, the algorithm is repeated to generate the next components. The search for a quasi-
LRF uses linear programming, resembling the LRF procedures based on the Farkas lemma.
The passage to the next iteration is based on the fact that the set of transitions where ρ1 does
not descend, out of a transition polyhedron Qi, is either empty or a face of Qi. This leads to

5



Ranking Functions for Linear-Constraint Loops Amir M. Ben-Amram

an efficient algorithm to compute the polyhedra for the next iteration, keeping them integral,
and not blowing up the size of the coefficients.

For the decision problem, our results rest on the following proposition, which in turn is
proved (in part) using the algorithm:

PROPOSITION 4.4. There is no LLRF for a set of transitions T ⊆ Z2n if and only if there
is W ⊆ T for which there is no non-trivial quasi-LRF .

Now, inclusion in coNP follows by showing that non-existence of a non-trivial quasi-LRF
has a polynomially checkable witness. The considerations in proving this claim are similar to
those outlines for LRF s, involving witnesses which are vertices and h-witnesses which are rays,
though slightly more complicated since the witness has to rule out only non-trivial quasi-LRF s
(a trivial quasi-LRF , namely ρ(x) = 0, always exists, and there may be others).

Further observations. Two interesting results that followed from our investigation are these:

• The dimension d of our ranking functions is always at most n, for an MLC loop of any
number of alternatives.

• If an SLC loop has such a ranking function, its number of iterations can be linearly
bounded (more precisely, it is linear in the absolute values of the variables in the initial
state) even if the dimension of the ranking function is larger than 1.

5 General Control-Flow Graphs

MLC loops can be extended to general CFGs annotated with linear constraints. This is the
program abstraction used in [3, 18, 12, 23]. In [3], termination certificates for such programs
consists of a lexicographic affine function ρ` associated with every program location `, such that
in a transition s ` s′ from location ` to `′, we have ρ`(s) �lex ρ`′(s

′). As their algorithm shows
(and also some previous works), the generalization from finding a LLRF for an MLC loop to
this model is quite smooth, and our results transfer in the same way.

A predecessor to [3], in a sense, is the algorithm in [12] (extending [11]). It is somewhat
similar in structure to that of [3] (and also ours), finding linear quasi-ranking functions one
by one, but it does not construct LLRF s explicitly, and its space of ranking functions is more
restricted because it handles a strongly-connected component S of the program by looking for
a ρ which is bounded and non-increasing throughout the component (that is, ρ` is the same for
all ` ∈ S). However, we may note that the last difference disappears if one considers only MLC
loops.
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