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Abstract

This benchmark suite consists of a number of examples of autonomous multi-agent sys-
tems where the agent number ranges from two to ten. The benchmarks are derived from
the field of position-based formation control in autonomous robotics and vehicles. Their
models are given as network of hybrid automata in the SpaceEx XML model format and
can be transformed to other verification tools model formats using HyST, a model trans-
formation tool. Safety of a small benchmark with two agents is analyzed using SpaceEx.
Category: academic Difficulty: low through challenge

1 Context and Origins

Intelligent autonomous systems have been a “hot” research topic for many years because of its
rigorous application domains such as robotics, unmanned aerial vehicles (UAV), autonomous
cars and sensors networks. The challenges in modeling, analysis, design and testing a such
intelligent system have attracted researchers from different disciplines such as biology, computer,
communication and control. In an early step, the intelligent behavior called “flocking behavior”
of a group of animals such as bird, insect and fish has been investigated deeply over decades
in the field of biology [1]. The behavior has been first modeled and simulated using computer
in [2]. This work has inspired a new field of modeling, control and design for autonomous systems
which is now considerably an important topic for the next generation of modern technology.
Consensus and formation controls are two fundamental problems in designing an autonomous
system that perform an intelligent behavior. Control scientists have proposed numerous proto-
cols over last decades to drive the system to achieve some control objectives [3-9]. Generally,
to perform a specific task, the agents need to exchange their information and cooperate with
each other over communication channel. The communication topology of an autonomous sys-
tem describes in detail how the information flow in the system. The communication topology
can be static, i.e. does not change over times, or dynamics, i.e. may change over times. It
can also be directed, i.e. information flows in one direction over a connection between two
agents, or undirected, i.e. the information flows in both directions over a connection between
two agents. The communication topology expresses the sensing and communicating capaci-
ties of the agents which affect significantly to the stability, controllability and the convergence
of an autonomous system. Graph theory has been proved as an powerful tool to model the
communication topology and analyze the controllability of autonomous systems [10].
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Formation control for autonomous systems [7-9] is seeking control laws to guarantee that the
agents move to pre-determined positions while keeping the system formation in some specific
shapes when moving. Depending on the sensing and communicating capacities of the agents, i.e.
the communication topology, the formation control strategies can be categorized into position-
based, displacement-based and distance-based approaches [11]. One essential safety requirement
for the system is that there is no collision when the agents are moving. These formation control
strategies have shown informally the ability of the agents avoiding collision via simulation-based
testing. To guarantee the safety of the system, its formal model need to be given and verified
using formal verification techniques.

Toward safety and liveness requirements of autonomous systems, some control algorithms
have been proposed and verified using formal verification techniques recently [12,13]. In this
context, the formal model of an autonomous system is given based on discrete time intervals and
to guarantee the safety of the system, the controller usually can perform some particular actions
to resolve the potential risks coming. The whole system is modeled as a labeled transition system
and the safety and liveness requirements are written in form of linear temporal logic (LTL).

Inspired by above interesting works, in this paper, we obtain a set of autonomous systems
benchmarks written in SpaceEx XML format. Each agent is modeled separately as a single
hybrid automaton and the whole system is a network of hybrid automata which is basically a
composition of all agents. Different from [12,13], these benchmarks have continuous dynamics.
Therefore, their safety requirements can be verified using existing verification tools that support
verifying continuous dynamics [14-17]. In addition, when the number of agents increases, the
benchmark models become larger that makes them harder to be verified. Thus, our benchmark
suite is also useful for testing the scalability of verification tools.

The rest of the paper is organized as follows: Section 2 presents the description of an
autonomous system including the communication topology, the motion dynamics of the agents
and the position-based formation control strategies. Section 3 gives the safety analysis of some
small autonomous systems using SpaceEx. Section 4 discusses some interesting issues for the
future work and concludes the paper.

2 System descriptions
2.1 Communication topology

Directed /undirected graphs are powerful tool for modeling the interaction between agents in an
autonomous system. In this benchmark suite, the communication topologies of all autonomous
systems are modeled using directed graphs. A digraph (directed graph) defined by a tuple
(V,&), where V is a finite non-empty set of vertices and & € V? is a set of ordered pairs of
vertices, called edges. It can be understood that vertice v; € V represents for the i*" agent an
autonomous system and ordered edge (7, ) represents for the interaction between the agent 4
and the agent j where the information flows from ¢ to j, i.e. agent j receives the information
from agent i. To model how much information flows in communication, we use a weighted
digraph which can be defined by an adjacency matrix A = [a;j]nxn, Where a;; = 0, a;; > 0
if (j,i) € € and n = |V| is the number of agents in the system. Figure 2.1 illustrates an
example of communication topology of an autonomous system with six agents [18]. From the
communication topology, it can be seen that one agent only can collect some information from
its neighbors, not from all other agents.

A communication topology can be static, as in the case of the example, or dynamic, i.e. the
connections between agents can be varied over times. A dynamic communication topology may
be convenient to characterize naturally the interaction behaviors of agents in practice where the
sensing capacity of agents is limited in some ranges and hence, it can not recognize the other
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Figure 2.1: An example of communication topology using a weighted digraph.

agents outside of its sensing range. However, the dynamic communication topology increases
the difficulty in designing the control law to guarantee autonomous systems to perform the
intelligent flocking behavior. In this paper, the benchmarks can be categorized into static or
dynamic communication topology.

We have briefly introduced modeling interaction between agents in an autonomous system
using directed graph. Next, we give the dynamics of the agents and the formation control rules
of the autonomous system.

2.2 Motion dynamic and formation control
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Figure 2.2: Non-holonomic differential driven mobile robot.

In this paper, we consider the formation control for multiple mobile robots in a 2-dimensional
plan in which the equations of motion of a non-holonomic mobile robot depicted in Figure 2.2
are given by

&; = v; cos(0;),

yi = V; sin(é?i)7

mg0; = fi,
Jiw; =T,
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where (z;,y;) is the Cartesian position of the robot centre, 6; is the orientation, v; is the linear
velocity, w; is the angular velocity, m; is the mass, J; is the mass moment of inertia, f; is the
force, and 7; is the torque applied to the robot. Since Equation 2.1 contains the nonlinear
functions cos(;) and sin(f;), the robot dynamic is nonlinear and thus, we cannot model and
analyze the system using SpaceEx. Fortunately, we can avoid the non-holonomic constraint and
obtain a linear model for the system by introducing intermediate position variables (xp;i, yni)
as follows [18].

Thi| _ @i v, cos(6;) (2.2)

Yhi Yi sin(6;)

We can see that (xp;,yni) is a position off the wheel axis of the i*" robot by a distance d;.

Now, if we let
-1

fi _ mi cos(6;) —% sin(6;) Vgi + vjw; sin(6;) + diw? cos(6;)
T mi sin(6;) —% cos(6;) vyi — viw; cos(0;) + diw? sin(6;)

Then we can obtain the new linear equations of motion for each robot as a double-integrator
system:

Thi = Vzi,
Yhi = Vyi, ’

The control objective is to drive the mobile robots from their initial location (z9,,y?;) to pre-
defined destinations (x¢,, y¢,) while preserving the formation of the system during the transition,
e.g., a square formation for 4-robots team, a triangle formation for 3-robots team. Assume we
have the communication topology of the system defined by adjacent matrix A = [a;j]nxn, Where
n is the number of agents in the system, the position-based formation control law for the system
is designed as follows [18].

n n
bei = =0 (@hi — o)) = Ve — Y ayl(@ns — ah;) — (@ng — ah)] = D Vottij(Eni — dny)
j=1 j=1

n n
byi = —ay (Yni — Yiks) — Yyni — > aii[(yni — vit) = Wng — Yi)] = D ¥yaij (Ini — ny)
j=1 j=1

where a, > 0 and v, > 0. (2.4)

The first two terms of the control law are responsible for driving each robot to its destination
(goal seeking) while the last two terms of the control law are to preserve the formation between
robots (formation keeping). In term of verification, there are both liveness and safety prop-
erties need to be verified. The liveness property relates to goal seeking objective as we need
to guarantee that each robot finally reach its destination. The safety property concerns the
formation keeping problem as it is required there is no collision when robots are moving. With
above formation control law, we can derive the closed-loop dynamic equation for the system.
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Let x¢y = zps — x;i“" Yei = Yhi — ygia Te = [Ielv maxen]T and Ye = [yeh ---7yen]T7 the closed-
loop dynamic of the system can be written by

i‘e _ Onxn In Te
Te —(L+al,) —v(L+a.l,)| |2
- (2.5)
ye _ OTLX?’L ITL ye
e —(L+ayly) —v(L+ayl,)| Ve
where 0, x, is n-dimensional square zero matrix, I,, is n-dimensional identity matrix and L =
[lij]nxn in which l“ = Z];ﬁi aij and lij = —aij7 where 7 7é ]

We have already described the communication topology, the system dynamics and formation
control law. Next, we formally define the safety property for the system.

3 Safety property

Informally, the system is safe if there is no collision when the robots move to their destination. In
other word, the distance between two arbitrary robots (i.e., the distance between their centers)
need to be larger than the diameter of the robots. Recall that the robots shapes are circles and
their sizes are identical. The distance between the i*" and j** robots is

dij = \/(ffz' —x;)% + (i — ;)%
Let D be the diameter of the robot. The safety property S of the system can be defined
formally as follows

S Vi, j,i#j,t>0,di; > D. (3.1)
The dual unsafe specification U for two arbitrary robots can be defined by the following
circle.
U: (.’tl — CEj)z + (y1 — yj)Z S Dz. (32)
From Equation 2.2, we have:
(@ni = xn;) = (di + dj) < (23 — 3;5) < (pi — 25) + (di + dj)
(Yni — ynj) — (di +dj) < (yi — y;) < (Yni — ynj) + (di +d;)
The above inequality shows that we can compute the reachable sets of (z; —x;) and (y; —y;)
by bloating the reachable sets of (z1; —xp;) and (yn; —yn;) by (di+d;). Then, using the bloated
reachable sets, we can check whether they violate the safety property (i.e., whether the reachable
sets reach the corresponding unsafe region defined in Equation 3.2).
We have formally defined the safety property of the system and described briefly how to

check the safety of the system. Next, we discuss how to model the distributed autonomous
system using hybrid automata.

(3.3)

4 System modeling

There are three approaches for modeling an autonomous system using hybrid automata frame-
work. The first approach is that we can model the system using decentralized style in which each
agent as a hybrid automata network composed by dynamic component describing the dynamic of
the agent as defined in Equation 2.3 and controller component describing the distributed forma-
tion control law in Equation 2.4. Since the communication topology of the autonomous system
may change, the controller component may switch its operation between different modes. The
whole system will be a network of hybrid automata composing n agent’s models. In the second
approach, we can model the system using centralized style in which each agent is a single-mode
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Figure 4.1: Decentralized-style approach for modeling autonomous systems using hybrid au-
tomata network.
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Figure 4.2: Centralized-style approach for modeling autonomous systems using hybrid automata
network.

hybrid automaton describing the dynamic of the agent, the control law given in Equation 2.4
is modeled as a centralized coordinator which is a hybrid automata containing one or multiple
modes. Last but not least, we can also model the system as one single automaton describing
the closed-loop dynamic defined by Equation 2.5.
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The first two modeling approaches have two advantages. First, they describe intuitively the
hierarchical architecture of the system in which each agent is a separate entity. The obtained
model in the first modeling approach illustrates the decentralized control strategy in autonomous
systems where the control signal is computed at agent side. In contrast to decentralized control
strategy, the second approach describes the centralized control strategy where the coordinator
collects the information of all agents and computes the control signals before sending them to
the agents. Second, since the first two modeling approaches separate the agent’s dynamic and
the control law, they are convenient for changing the dynamics of the agents and they also
allow modeling the switching happen between different dynamics of one agent. In addition, it
is easy to model and verify the system under a complex hybrid control law when the controller
switches between different modes along with communication topology changes. While the first
two modeling approaches are convenient for modeling complex autonomous systems, the third
approach is useful for finding an abstraction for the whole system that allows us to verify a very
large autonomous system using order-reduction abstraction method [19]. In this benchmark
suite, we use the first and the second approaches to model distributed autonomous systems.
Examples of these modeling approaches are depicted in Figure 4.1 and Figure 4.2.

5 Reachability analysis

The benchmark suite including 12 benchmarks (M AS2 — M AS103) is presented in Table 5.1.
In this paper, we present briefly the safety analysis of the benchmark M AS2 with two agents.
The communication topology of M AS2 shows that the robot 2 receive the information from
the robot 1. The initial intermediate positions of two robots are (z9,,y9,) and (29,,y?,) where
(0< x%l <0.2,0< 921 <0.1) and (0 < :rgg <0.2,09< y22 =1). Assume that the distances
between the intermediate positions and their corresponding robot centers are dy = dy =1 = 0.1.
The robots are controlled to go to their intermediate destinations (x¢, = 3,y%, = 3) and
(z¢, = 4,y¢, = 4) while keeping their intermediate distance d, > 1 as moving. The system is
safe if the distance between two robots, i.e., between the centers of two robots, is always larger
than a threshold d,,;, = 0.5. We need to ensure that this threshold is larger than the size of
the robots (i.e., the diameter of the robots). The parameters for the distributed control law in
Equation 2.4 are chosen as follows: o, = 20y, =2, v, = 27, = L.

Figure 5.1 describes the trajectories of the two robots. The figure shows that two robots
finally reach their destinations.

Recall that (zp1,yr1) and (2pa, yra) are not the centers of the robots as given in Equation 2.2.
To verify the system safety, let dis, = w2 — x1, disy = Yo — y1, disSgn = Tpo — Tp1, disyn =
Yh2 — Yn1, the unsafe region of the system can be defined by the following circle.

| disu|? + |disy|* < 7y,
If the unsafe region can not be reached, then two robots are always far away from each other
at a distance d > d,,;, and then, we can conclude that the system is safe. From Equation 3.3,
the reachable sets of dis, and dis, can be derived by bloating the reachable sets of dis.; and
dis,, using the following constraints.
Tha —Tp1 — 20 <o — w1 <P — TR + 21

Yn2 —Yn1 — 20 < y2 —y1 < yn2 — yn1 + 21
Figure 5.2 and Figure 5.3 illustrate the reachable set of dis.;, and disy, over times and Fig-
ure 5.4 describes the reachable set of (dis,, disy) (the green polygon) which is bloated from the

reachable set of (disz, disyy) (the green polygon). The later figure shows that (dis,, dis,) does
not reach the unsafe region for all times when the robots move to their destinations. Thus,
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Table 5.1: Benchmark collection

No. | Benchmarks | n | Formation | Communication Topology

1 MAS?2 2 PP o0
2 MAS3; 3
3 MAS3, 3
4 MAS3; 3
5 MAS4, 4
6 MAS4, 4
7 MAS45 4
8 MAS5 5
9 MAST 7

10 | MAS10; 10

11 MAS10, 10

t=22t=0

12 MAS10; 10

we can conclude that the system is safe. In addition, we can see that the formation control
law actually works since it drives the robots to their destinations and preserve the formation
of the robots when they are moving (i.e., the intermediate distance between the robots finally
converge to d, = v/2.
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Figure 5.1: Trajectories of the two robots.
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It is worth noticing that the control parameters {ay, oy, vz, 7y} assigned in Equation 2.4
affects significantly the performance of the system. As analyzed in [18], there exists conditions
for the control parameters and the communication topology to guarantee that the robots can
finally reach their destination while preserving their formation. An appropriate choices of the
control parameters can be given from these conditions. In addition, the initial condition and
the destination requirements (i.e., the destination positions of the robots) also affects the safety
property of the system. For example, if the destination requirements conflict with the formation,
the collision may occur.

6 Outlook

Overall, we present in this paper a set benchmarks for distributed autonomous systems, modeled
as network of hybrid automata in the SpaceEx model format. The number of the agents range
from two to ten. The position-based formation control has been successfully verified in a
benchmark with two agents. There are two important issues should be considered in future
work. First, it is challenging to model and verify the safety and livenesss properties of the
distributed autonomous systems controlled by complex nonlinear formation control laws to
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Figure 5.4: Reachable set of (dis,,dis,) (the green polygon), (disgh, disyn) (the blue polygon)
and the unsafe region (inside the red circle).

avoid collision and obstacles. We can take advantages of verification tools supporting nonlinear
hybrid systems such as Flow* [17] and C2E2 [20] in this case. Second, it would be useful for
testing verification tools if we can generate automatically distributed autonomous systems with
arbitrary large number of agents. We are going to implement this feature as an automatic
generator in Hyst [21].
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