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Abstract 
 

Promoters drive gene expression and help regulate cellular responses to the environment. In             
recent research, machine learning models have been developed to predict a bacterial promoter’s             
transcriptional initiation rate, although these models utilize expert-labeled sequence elements across a            
defined set of DNA building blocks. The generalizability of these methods is therefore limited by the                
necessary labeling of the specific components studied. As a result, current models have not been used                
to predict the transcriptional initiation rates of promoters with generalized nucleotide sequences. If             
generalizable models existed, they could greatly facilitate the design of synthetic genetic circuits with              
well-controlled transcription rates in bacteria. 

To address these limitations, we used a convolutional neural network (CNN) to predict a              
promoter’s transcriptional initiation rate directly from its DNA nucleotide sequence. We first            
evaluated the model on a published promoter component dataset. Trained using only the sequence as               
input, our model fits held-out test data with R2 = 0.90, comparable to published models that fit                 
expert-labeled sequence elements.  

We produced a new promoter strength dataset including non-repetitive promoters with high            
sequence variation and not limited to combinations of discrete expert-labeled components. Our CNN             
trained on this more varied dataset fits held-out promoter strength with R2 = 0.61.              
Previously-published models are intractable on a dataset like this with highly diverse inputs. The              
CNN outperforms classical approach baselines like LASSO on a bag of words for promoter sequence               
elements (R2 = 0.42). 

We applied recent machine learning approaches to quantify the contribution of individual            
nucleotides to the CNN's promoter strength prediction. Learning directly from DNA sequence, our             
model identified the consensus -35 and -10 hexamer regions as well as the discriminator element as                
key contributors to σ70 promoter strength. It also replicated a finding that a perfect consensus               
sequence match does not yield the strongest promoter. 

The model's ability to independently learn biologically-relevant information directly from          
sequence, while performing similarly to or better than classical methods, makes it appealing for              
further prediction optimization and research into generalizability. This approach may be useful for             
synthetic promoter design, as well as for sequence feature identification. 
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Introduction 
 

Promoters drive gene expression and help regulate cellular responses to the environment.            
Years of research have discovered many of the proteins and sequence motifs necessary for              
transcription. For example, in E. coli, transcription is mediated by the polymerase holoenzyme, which              
combines five subunits with one of seven sigma factors determining much of the sequence              
specificity.[1] The transcription of most promoters is mediated by the σ70 factor under standard growth               
conditions.[2] Distinct elements of these σ70 promoters cooperatively determine the magnitude of gene             
transcription. These elements include conserved hexamers -10 and -35 bases upstream of the             
transcription start site, a discriminator region downstream of the -10 hexamer, an UP element              
upstream of the -35 hexamer that serves as a binding site for the RNA polymerase, overall GC                 
content, the length of a spacer segment between the -35 and -10 hexamers, and the sequence context                 
of the promoter.[3-7] 

Despite extensive research on the subject, there are limitations to our ability to identify              
promoters in sequence data, let alone predict the regulation of a promoter or the magnitude of the                 
transcription it drives. Many studies have characterized individual components of a promoter in a              
fixed sequence context[4, 8-9], but these findings don’t necessarily transfer to another promoter or              
context.[10] Recent research by Urtecho et al.[11] attempted to address this by measuring and modeling               
the transcription strength of all combinations of a set of 35 different σ70 promoter components. Other                
researchers created a biophysical model for the transcription strength of these same promoter             
components with high fidelity[12]. However, these methods are limited to the specific components             
studied and by the necessary expert labeling. Our inability to predict the strength and regulatory               
behavior of arbitrary novel promoters hinders the design of functional synthetic gene circuits. 

To address these issues, two things are needed: 1) a dataset of transcription strengths for               
promoters with diversity that goes beyond permutations of discrete DNA components and 2) a model               
of promoter strength that does not rely on hand labeling or a circumscribed input domain.  

Sequence-based deep learning models have increasingly been used with success in biology.            
For example, DeepBind[13] and DeepSEA[14] applied convolutional deep learning to model the            
sequence specificity of protein binding, outperforming the best existing conventional methods.           
Convolutional neural network (CNN) architectures developed for computer vision can be applied by             
considering a DNA sequence as an image. A genome sequence is expressed as a fixed length 1D                 
sequence window with four channels (A, C, G, T) analogous to 2D images with three color channels                 
(R, G, B). An advantage of convolutional neural networks in sequence analysis is their ability to                
detect motifs wherever they occur in a sequence in the same way an image network may learn to                  
identify the wheel of a car or a human eye. These networks are trained directly from sequence data,                  
and require no expert labeling. 

In this paper we tested the ability of CNNs to predict promoter strength directly from DNA                
sequence. We used a CNN to model the Urtecho et al.[11] dataset with comparable success to published                 
models. To assess the ability of a CNN model to handle more complicated and diverse promoter                
sequences without manual labeling of features, we evaluated the architecture on a non-repetitive             
promoter library we created for synthetic biology. Promoter transcription rates were measured by             
combining synthesis of barcoded oligopools, DNA assembly, pooled cellular transformations, and           
next-generation sequencing of harvested DNA and RNA samples. The resulting analysis yields the             
relative differences in transcription rate for 4350 promoter sequences, which varied across a 106-fold              
range. The library was designed so that no sequence had more than 10 consecutive nucleotides in                
common with another. We found that a CNN is able to perform better than conventional models at                 
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predicting promoter strength on this complex promoter dataset. By using perturbation sensitivity and             
decomposition analysis methods developed for machine learning to interrogate the black box of the              
trained CNN, we determined the features of the promoter that were most impactful in driving               
transcription. 
 
Results 
 
Comparing a convolutional neural network to existing state of the art promoter strength             
predictions 
 

Urtecho et al. built a dataset of promoter strengths by creating promoters from combinations              
of 35 distinct sequence elements (eight -10 hexamers, eight -35 hexamers, eight spacers, eight              
backgrounds, and three UPs) and measuring transcription with RNA/DNA-Seq.[11] This dataset           
contained 10898 sequences encompassing a 100-fold range of promoter strength. They fitted a simple              
feed-forward neural network model of promoter strength based on the presence or absence of each the                
35 elements in a given sequence. [Figure 1a] This model performed well (R2 = 0.96 trained on 50% of                   
the data), but it relied on the limited input domain of 35 components and labeling of the components                  
in each sequence. Follow-up work by Einav and Phillips[12] built a successful biophysical model for               
the transcription data (R2 ~ 0.9 depending on modeling choices), but also relied on fitting parameters                
for the constrained set of promoter components.  
 

 
Figure 1: Comparison of promoter transcription initiation rate modeling strategies. A) Previous            
models have relied on expert-labeling of promoter components, and are limited to the defined inputs.               
B) Sequence-based models like a CNN learn rules directly from the sequence, do not rely on expert                 
labeling, and are not limited to the defined inputs. 
 

We applied a sequence-based CNN model to the Urtecho dataset [Figure 1b]. Using 10-fold              
cross validation in order to evaluate the model on data not seen in training, our CNN predicted                 
promoter transcription strength with average R2 = 0.90, comparable to the above models that fit               
expert-labeled sequence elements (Figure 2a). This in and of itself is an interesting result, as training                
the model takes only 2 inputs: the DNA sequences of the promoters and the measured transcription                
level. The model architecture is relatively simple, with only one convolutional layer and one              
fully-connected dense layer, and still achieves high fidelity. Like the previous models of this dataset,               
the skewed distribution of transcription levels where most promoters are weak (Figure 2b) likely              
contributes to the good fit of our CNN model to the observations (Figure 2c).  
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Figure 2: Model performance predicting promoter strength for a library composed of combinations of              
discrete promoter components.[11] A) R2 for the sequence-based CNN model compared to published             
models fitting expert-labeled sequence components. B) Distribution of promoter transcription rate           
(log10-transformed) in this dataset. C) CNN model predictions for held-out test data versus the              
observed transcription rate. 
 
Predicting promoter strength for more complex sequences 
 

Diversity in promoter sequences, particularly avoiding sequence repetition, is an important           
goal in synthetic biology in order to prevent homologous recombination between engineered genes.[15]             
The biophysical model and simple feed-forward neural net architectures that currently represent the             
state of the art for promoter strength prediction only function on a limited domain of inputs- the                 
specific set of promoter sequence building blocks contained in the dataset on which the model was                
trained. As the diversity of sequence components increases, these models require the addition of a               
new parameter for each new sequence element. Including non-repetitive promoters quickly enlarges            
the input domain, making published methods intractable.  

A sequence-based model can handle varied promoters without explicitly fitting parameters           
for each element in the input sequence space. We created a non-repetitive promoter toolbox for               
synthetic biology encompassing 4350 E. coli σ70 promoter sequences such that no sequence had more               
than 10 consecutive nucleotides in common with another.[16] We kept the spacer length constant at               
17nt and promoter length constant at 78nt, but varied GC content and sequence throughout the               
promoter. In particular, we included a variety of sequences deviating from the consensus -35 and -10                
hexamer regions of the promoter, ranging from zero to twelve mismatches from consensus in these               
regions. This more complex library yielded a wide range of promoter strengths encompassing a              
106-fold range of transcription levels (Figure 3a).  
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On this more complex dataset the CNN model performed better than more traditional             
methods at predicting promoter strength, achieving R2 = 0.61 on 10-fold cross validation (Figure 3b).               
It’s impossible to compare this directly to the simple feed forward neural network used by Urtecho et                 
al.[11], since the domain can’t be expressed as a small number of inputs.  

A relevant conventional model comparison is a bag of words linear model. This determines              
inputs analogous to promoter component labels by sliding a window over a promoter sequence to               
generate ‘words’ of sub-sequence. It then uses LASSO regularization to reduce the number of              
parameters and labels included in the linear model to prevent overfitting. We used this model with a                 
sliding window length of 6 (to capture an entire hexamer) and set the regularization constant alpha to                 
0.005 after optimizing with a hyperparameter sweep. The bag of words model achieved an average R2                

= 0.42 with 10-fold cross validation (Figure 3c). For comparison, a linear model using a single                
expert-labeled feature as input for each promoter that simply counts the number of mismatches from               
consensus in the -10 and -35 conserved hexamers, a value ranging from 0 to 12, achieved an average                  
R2 = 0.38 with 10-fold cross validation. Because the bag of words model incorporates these hexamers                
as possible words, this suggests that the majority of the information it uses to predict promoter                
strength is contained in these hexamer regions of the promoter. Withholding this information from the               
bag of words model by replacing the -35 and -10 hexamers in a promoter sequence with a masked                  
sequence of non-nucleotide characters, the bag of words model performance fell to average R2 = 0.02.  

The CNN model given these same masked promoter sequences predicted transcription           
strength with average R2 = 0.11. One interpretation of this is that the CNN learned something from the                  
sequence beyond the identity of the -35 and -10 hexamer sequences and the interaction of these                
components with other parts of the promoter. We next examine the CNN more directly to better                
understand the features it identified as important for promoter strength. 
 

 
Figure 3: Model performance predicting promoter strength for a non-repetitive promoter library[16]             
A) Distribution of promoter transcription rate (log10-transformed) in this dataset. B) CNN model             
predictions for held-out test data versus the observed transcription rate. C) R2 for the sequence-based               
CNN model compared to published models fitting expert-labeled sequence components. 
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Investigating the black box of a neural network: perturbation and decomposition analysis 
 

Because of the internal complexity of neural networks, they are often thought of as black               
boxes and difficult to interpret. However, much research has focused on explaining and visualizing              
their decision making. We applied two general techniques to interrogate the CNN model and learn               
what patterns drive its predictions. First, we used perturbation sensitivity analysis to systematically             
alter a promoter sequence and look at the change in model predictions for these modified               
sequences.[17-18] Second, we used layer-wise relevance propagation as a means of decomposing the             
impact of particular sequence bases on the model’s prediction.[19] 
 

 

 
Figure 4: The effects of perturbations in promoter sequence on model predictions of promoter              
strength. A) Randomizing the sequence in a sliding window of varying length and comparing the               
CNN-predicted promoter strength for the base sequence versus the perturbed sequence reveals the             
parts of the promoter that are most important to the CNN. These include the -35 and -10 hexamer and                   
the discriminator. Focusing the perturbation on a portion of the promoter shows the distribution of               
the effect on individual promoter sequences. Randomizing the hexamer sequence corresponding to            
the discriminator (B), the -10 hexamer (C), and the -35 hexamer (D) have much larger impacts than                 
randomizing a random hexamer not included in the above (E). 
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For perturbation analysis, we trained the CNN model on promoter sequences. However,            
because we are interested in how the model learns from the sequences on which it has been trained,                  
we do not hold out sequences for testing. We compared the CNN-predicted promoter strength of a                
sequence to the prediction for the same sequence with an added perturbation- a randomized segment               
of nucleotides. By sliding a window of perturbation across a sequence, and testing many sequences in                
this way, we gain a picture of which regions of the promoter are most important to the CNN model                   
based on the magnitude of the prediction difference caused by the perturbations.  

Figure 4a shows the average effect on predictions of sliding windows of different length              
perturbations across all of the training sequences in the non-repetitive promoter dataset. The             
correlation between promoter strength predictions with and without perturbation is lowest when the             
perturbation overlaps 3 distinct regions of the promoter: the -35 hexamer, the -10 hexamer, and the                
discriminator region of the promoter just downstream of the -10 hexamer. This suggests these parts of                
the promoter sequence are most important to the CNN predictions. By focusing perturbations in these               
regions, we evaluated the distribution of this impact. We randomized the 6nt segment of each               
promoter corresponding to these regions (Figure 4c-e) as well as a random 6nt segment outside of                
these regions as a control (Figure 4f). This highlights the importance of these hexamer regions to the                 
CNN prediction relative to the rest of the promoter. 

 

 
Figure 5: Decomposition analysis of CNN model weights determining prediction logic. A) a heatmap              
showing the relative relevance of nucleotides and positions for a single promoter sequence to the               
CNN prediction. B) An aggregation of binned nucleotide relevance scores for the bottom and top               
20% bins of promoter strengths. This shows the importance of particular sequence segments and              
motifs the CNN predictions. 

 
While perturbation analysis is informative about regions of the input important to the model              

on aggregate, it has a couple of weaknesses. Perturbation by changing a sequence is not an efficient                 
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way of determining the contributions of individual bases to a specific promoter strength prediction.              
Random sequence perturbations also represent artifacts- sequence patterns that may not be like             
anything the model was originally trained on.  

Another tool for neural network explanation is Layer-wise Relevance Propagation (LRP)- a            
gradient-based method that identifies important bases in a sequence by running a backward pass on               
the network. During the backwards pass, neurons that contribute the most to higher layers (and               
therefore the model’s output) receive most relevance from them.[19] This process determines for each              
base a unitless relevance score reflecting the sign and magnitude of the impact of that base on the                  
model’s prediction, often represented as a heatmap.  

Figure 5a shows a representative relevance heatmap for a single promoter sequence.            
Nucleotides that increased the prediction of promoter strength are shown in red, and those that               
decreased the prediction are shown in blue. By binning promoter sequences by strength and              
calculating the average LRP relevance score for each nucleotide in the grouped promoters, we              
visualized the positions and bases most responsible for changing the CNN model predictions of              
transcription strength (Figure 5b). This method showed that the first 5 bases of the -35 conserved                
hexamer led to the prediction of a strong promoter, as well as the first 3 bases of the -10 conserved                    
hexamer. The fact that perfect consensus with the conserved hexamers was not associated with the               
strongest promoters is consistent with previous research, with the postulated explanation that perfect             
consensus leads to over-tight polymerase binding and less transcription.[11] LRP also revealed that AT              
bases in the discriminator region, but not GC, led to predictions of strong promoters. In contrast, the                 
presence of a G in the 4th position of the -35 conserved hexamer (consensus TTGACA) is the single                  
variant that most drives predictions of weak promoters. While some of these observations are not               
novel, each is a testable hypothesis that was generated from sequence data input without expert labels                
or knowledge. The ability to efficiently identify these points of focus is another advantage making               
sequence-based models an interesting direction for further research in promoter modeling.  
 
Conclusions 
 

A convolutional neural network model learned to predict promoter strength from sequence            
alone. Without expert knowledge or labeling, it identified the consensus conserved -35 and -10              
hexamer regions, as well as the discriminator element, as key contributors to σ70 promoter strength. A                
CNN was as successful as published models in predicting transcription rate on a promoter strength               
dataset that measured transcription for promoters composed of permutations of 35 distinct            
components. It was more successful than conventional models in predicting transcription for varied,             
non-repetitive promoters for which published methods are not tractable. 

The CNN’s ability to independently learn biologically-relevant information directly from          
sequence makes it appealing for further prediction optimization and research into generalizability. In             
the future, this approach may be useful for synthetic promoter design, as well as for sequence feature                 
identification. 
 
Methods 
 
Promoter strength datasets 
 

The promoter strength dataset from Urtecho et al.[11] was obtained from NCBI: GSE108535.             
RNA_exp_average for barcodes were joined with promoter sequences from this dataset. 10898            
promoters with non-zero RNA_exp_average and not labeled as negative controls were included. 
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The non-repetitive σ70 promoter library was designed and transcription strength was           
measured in previous work.[16] Briefly, promoter oligos were spliced into vectors and transformed into              
E. coli. Total RNA and DNA were extracted from 2 biological replicates and sequenced on an                
Illumina HiSeq. Transcription rate for a promoter was measured by counting RNA reads for the               
promoter barcode and normalizing with respect to the total RNA reads and the DNA reads for the                 
promoter barcode. This transcription rate was further normalized against the J23100 promoter. 
 
CNN Model Architecture and Evaluation 
 

The convolutional neural network was implemented in Keras using a 2D convolutional layer,             
a fully connected dense layer, and a single node output layer with linear activation representing the                
promoter strength prediction. Convolutional kernels were 7x6: the 7 nucleotide channels represent the             
4 DNA nucleotides plus J for start, O for end, and X for padding, and a filter width of 6 was chosen to                       
fully capture a sequence hexamer motif within a kernel. The promoter sequence was therefore              
modeled as a 7-channel matrix with width N. The N dimension is the promoter length-78 for [16] and                  
150 for [11] - plus one full convolutional filter-width of padding and a start/end nucleotide marker on                 
both sides of the sequence. The log10 transform of the transcription rate was used as the independent                 
variable. 

K-fold cross validation was used with K = 10 and non-overlapping test sets in the fold                
groups to ensure that the model was tested on all of the data in one of the iterations, but not tested on                      
any data included in the training for that iteration. Average R2 was calculated as the mean of these 10                   
iterations. 

Three methods were used to prevent overfitting. Small minibatches (n = 4) were used.              
Neuron dropout was included in training after the convolutional layer and fully connected layer with               
P = 0.3. Early stopping terminated model training and used the weights from the best epoch if                 
performance on a validation dataset, consisting of 10% of the training data, did not improve for 6                 
consecutive epochs. Otherwise training continued for a max of 50 epochs.  

For decomposition analysis, the Innvestigate toolkit for Keras[19] was used to calculate            
individual nucleotide relevance to the model prediction for a sequence. The LRPEpsilon method was              
used with epsilon = 0.01.  
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