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Abstract 
This paper presents a projector-based augmented reality (AR) system for Computer-

Assisted Orthopaedic Surgery (CAOS). After calibration, our AR system allows for 
projection of not only the virtual model directly on the surface of the target organ to create 
an augmented reality but also important clinical information such as distance and angular 
deviations from a surgical plan, which are important for various computer-assisted 
surgical procedures such as trajectory drilling and fracture reduction. The feasibility and 
accuracy of the system is experimentally validated on a 3D printed phantom model with 
pyramid shape, a dry goat bone and an in vitro pig leg. An average projection distance 
error of 1.03±0.58mm and an average drill alignment error of 1.17±0.43° were found. 
The results demonstrate the efficacy of the proposed AR system. 

1 Introduction 
Augmented Reality (AR)-based surgical navigation systems draw more and more attentions in 

Computer-Assisted Orthopaedic Surgery (CAOS) community. There exist various ways to overlay the 
pre-operative surgical plan onto the intra-operative surgical scenario. AR could be one of the solutions. 
AR is defined as an advanced user interface that combines supplemental information with the real-
world environment [1] and has made a great breakthrough over the last decades. This technology has 
been used in entertainment, military, manufacturing and medical fields. In medical field, AR is being 
used for training, planning, and intraoperative guidance. AR has been used to improve surgeons’ 
performance during surgical procedures by overlaying image data and surgical planning onto the intra-
operative surgical scenario. The AR system could be achieved with various means: head-mounted 
display (HMD) [2], portable LCD screen with a digital camera behind [3], optical see-through Microsoft 
Hololens [4], or projector-based AR system [5]. Comparing to other means, the projector-based AR 
systems generate less burden to the surgeon. In this paper, we developed a projector-based AR system 
and evaluated the performance of the system for surgical guidance. 
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Figure 1. Overall setup of the projector-based AR system 

2 Materials and Methods 
The overall setup of our projector-based AR system is shown in Figure 1, where the projector 

(JmGo, China), the surgical drill (A-1200, Wuyang Medical Equiment Inc., Hefei, China), and patient’s 
reference base are tracked by Polaris Vega camera (Northern Digital Inc., Ontario, Canada).  

The projector is calibrated using a checkboard with known pattern, where the 2D pixel coordinates 
of all checkboard corners are known by design. More specifically, we render the checkboard on 
computer screen which is then projected onto a flat plate using the projector. The 3D coordinates of the 
projected checkboard corners are obtained by digitization using a tracked probe. Based on the 2D pixel 
coordinates and the associated 3D coordinates of the projected checkboard corners when the flat plate 
are placed in different locations and orientations, we can calibrate the projector to get its intrinsic and 
extrinsic parameters, which then allow us to create a virtual rendering environment that is aligned with 
the projector’s optical system. 

As soon as any virtual model is registered into the patient’s reference base, it can be rendered using 
the virtual rendering environment such that in the patient’s reference space the projected virtual image 
is aligned with the in-situ environment.  

3 Experimental Setup and Results 
We conducted validation experiments using a 3D printed phantom model with pyramid shape, a dry 

goat bone and an in vitro pig leg as shown in Figure 2. The virtual model of the 3D printed phantom 
model was obtained by computer aided design while the virtual models of both the dry goat bone and 
the in vitro pig leg were obtained from CT images. 

The 3D printed phantom pyramid as shown in Figure 2-(a) has a set of pre-defined indents, which 
are designed to evaluate the projection accuracy by computing the distance between the projected 
indents and the indents on the phantom pyramid. The in vitro pig leg as shown in Figure 2-(b) was 
designed to qualitatively demonstrate the projection of the underlying bony structures on the skin of the 
pig leg. Finally, we used the dry goat bone to show the trajectory drilling accuracy when guided by our 
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projector-based AR system. As shown in Figure 2-(c) and Figure 2-(d), our projector-based AR system 
projects not only the virtual bone models and the instrument axis onto the surface of the target anatomy 
but also the real-time linear and angular measurements, which can significantly help the surgeon to 
achieve accurate trajectory drilling. In total, we drilled 6 trajectories. Drilling accuracy was evaluated 
by comparing the drilled trajectories and the planned ones. 

For the 3D printed phantom study, an mean projection error of 1.025±0.583mm was found. For the 
dry goat bone study, an average drill alignment error of 1.17±0.43° were found. 
 

 
 

Figure 2. Experimental setup. (a) when the 3D printed phantom pyramid was used; (b) when the in 
vitro pig leg was used; (c) and (d) when the dry goat bone was used for trajectory drilling. 
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4 Discussions and Conclusions 
In computer-assisted orthopaedic surgery, the conventional navigation systems display real-time 

navigation information on a monitor, which is not optimal. Specifically, during surgical intervention, 
the surgeon has to shift eyes around the monitor and the patient, which may cause the loss of precision 
and increase the risk [6]. AR technique could be one of the solutions. In comparison with other types 
of AR systems such as head-mounted display (HMD) [2], portable LCD screen with a digital camera 
behind [3], and optical see-through Microsoft Hololens [4], projector-based AR systems can lead to 
increased performance and reduced cognitive load, which are confirmed by a recent study [7]. In this 
paper, we developed and validated a projector-based AR system for computer-assisted orthopaedic 
surgery. The difference between our system and other projector-based AR systems [5] lies in that our 
system can overlay not only the virtual models onto the in-situ surgical scenario but also important 
clinical information such as distance and angular measurements as shown in Figure 2-(c) and 2-(d), 
which can significantly help the surgeon to achieve more accurate operations. The experimental results 
demonstrate the efficacy of the proposed system. 
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