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Abstract

This paper presents a description about our adopted approach for the information retrieval and textual entailment tasks of the COLIEE 2017 competition. We address the information retrieval task by implementing a partial string matching and a topic clustering method. For the textual entailment task, we propose a Long Short-Term Memory (LSTM) - Convolutional Neural Network (CNN) model which utilizes word embeddings trained on the Google News vectors. We evaluated our approach for both tasks on the COLIEE 2017 dataset. The results demonstrate that the topic clustering method outperformed the partial string matching method in the information retrieval task. The performance of LSTM-CNN model was competitive with other textual entailment systems.

1 Introduction

The COLIEE (Competition on Legal Information Extraction/Entailment) 2017 comprises two tasks: information retrieval and textual entailment. The information retrieval task deals with identifying a set of Civil Code articles for a given question or query. The information retrieval system takes a query \(Q\) as input and retrieves a set of articles (from the entire Civil Code) relevant to the query. The textual entailment task deals with recognizing textual entailment between the query and the retrieved articles. The objective is to determine if the article confirms "yes" or "no" as an answer to the query.

In this paper\textsuperscript{1}, we address both tasks of information retrieval and textual entailment. In the next section, we discuss our approach to the information retrieval task. Section 3 describes our approach for the textual entailment task. Section 4 presents the results and analysis. The paper concludes in Section 5.

2 Task 1: Information Retrieval

The objective of information retrieval task is to retrieve a set of articles which are relevant for the input query. Text similarity techniques are an integral part of information retrieval system. Lexical

\textsuperscript{1}The first and second author contributed equally
similarity techniques use string-based algorithms for measuring the similarity between two text strings [9]. However, they don’t take into account the ambiguities of natural language. Semantic similarity methods comprise knowledge-based and corpus-based techniques. Corpus-based techniques measure the degree of similarity between texts by learning information from a large corpora. Latent semantic analysis (LSA) is one such method which is based on the assumption that semantically similar words occur in similar pieces of text [19]. Knowledge-based techniques compute the degree of similarity between texts by utilizing the knowledge from semantic networks. Topic-based models assign topics to each document where each topic is represented by a term distribution [1]. Semantically similar documents are assigned similar topics. Recently, new corpus-based techniques like word embeddings have been utilized to compute semantic similarity for information retrieval systems [16]. They utilize a neural network language model to predict a word from its surrounding words (continuous bag-of-words model) or predict several surrounding words from an input word (Skip-gram model). These models have shown promising results when trained on a large corpus. However, the COLIEE corpus is quite small as it contains short text articles instead of documents. The total number of articles in the corpus are around 1000. Therefore we tailor our approach for the COLIEE dataset.

The manual analysis of the corpus suggested that in many cases, the length of queries was much shorter than the length of the corresponding articles. The query in some cases only partially expressed the semantics of the article. Also the query and corresponding article had few similar words or phrases in common. Therefore, as our first approach for Task 1 we decided to use a partial string matching algorithm. In this approach, each query is compared with all the articles in the corpus to retrieve the most similar article. The texts of the query $Q$ and article $A$ are first tokenized. Each group of tokens in $Q$ and $A$ is considered as a set [24]. Then the intersection set, $I$ of sorted tokens in set $Q$ and set $A$ is derived as follows:

$$I = Q \cap A$$

The Query set $Q$ is represented as the union of the tokens in the intersection set $I$ and the remaining tokens in the remainder query set $R_Q$.

$$Q = I \cup R_Q$$

The article set $A$ can be represented as the union of the intersection set $I$ and the remainder article set $R_A$.

$$A = I \cup R_A$$

Further, we compute three similarity measures: $(I,Q)$, $(I,A)$ and $(Q,A)$. The similarity measure $PS$ between two sets is computed as $2 \frac{M}{T}$, where $T$ is the total number of elements in both sets and $M$ is the number of matches [24]. The maximum similarity value of the three is considered as the partial string similarity. The similarity is in the range of $[0,1]$. The major significance of this method is the intersection set $I$. The query set $Q$ and article set $A$ have a high similarity value when set $I$ is the larger part of either set $A$ or $Q$.

The first approach makes a naive assumption that relevance is a measure of the number of common tokens between an article and a query. This assumption is not totally valid, considering that synonyms and polysemous words appear frequently in natural language texts. Our second approach takes care of the naivety by tackling relevance as a measure of semantic similarity between an article and the query. Usually, instead of computing this similarity between each query and all the articles present, we group articles into clusters of topic such that each article has a topic vector which is compared to that of the query. For each query, we only focus on the articles with similar topic vectors. The top-$n$ most similar articles to the query are then passed through the semantic similarity module. This overcomes the limitation of the first approach in two ways. First, by adopting an initial topic-based clustering solution, we overcome the bias of tokens that have less importance in the articles as well as language variability issues like synonymy and polysem. Also, we limit the relevancy search to a subset of 'supposedly' relevant articles. We call this set of articles the seed set. Secondly, by computing the semantic similarity between the query and articles in its seed set, we limit the over-dependence on language units like words and their occurrence counts, while considering the interplay between the words in both the query and article.
2.1 Clustering With Topic Models

The first step in our second approach is to cluster articles into their respective topics, thus yielding a set of low dimensional topic vectors for each article. This can easily be done with topic modeling of some documents. Topic Models (TM) are a suite of algorithm that unearth the latent topic distribution in a set of documents, based on the assumption that a document is a mixture of topics. Popular topic models are the Latent Semantic analysis (LSA) \[7\] and the Latent Dirichlet Allocation (LDA) \[5\]. We used LDA for this part of our work. LDA is a generative probabilistic model with the intuition that a document is a random distribution over latent topics, where each topic is characterized by a distribution over words in the vocabulary. The model has shown capability to capture semantic information from documents in a way similar to probabilistic latent semantic analysis \[11\] such that a low dimensionality representation of texts is produced in the semantic space while preserving their latent statistical features.

Formally, given a document \( w \) of \( N \) words such that \( w = (w_1,w_2,w_3,...,w_N) \) and a corpus \( D \) of \( M \) documents denoted by \( D = (w_1,w_2,w_3,...,w_M) \). For each of the words \( w_n \) in the document, a topic \( z_n \) is drawn from the topic distribution \( \theta \), and a word \( w_n \) is randomly chosen from \( P(w_n | z_n, \beta) \) conditioned on \( z_n \). Given \( \alpha \), a \( k \)-vector with components with \( \alpha_i > 0 \) and the Gamma function \( \Gamma(x) \). The probability density of the Dirichlet is given as

\[
P(\Theta | \alpha) = \frac{\Gamma(\sum_{i=1}^{k} \alpha_i)}{\prod_{i=1}^{k} \Gamma(\alpha_i)} \Theta_1^{\alpha_1-1} ... \Theta_k^{\alpha_k-1}
\]

where \( \sum_{i=1}^{k} \alpha_i = \beta \) and summing of \( z \), the set of topic assignments, the distribution of a document can be obtained as shown in equation (6) below:

\[
P(w | \alpha, \beta) = \int P(\Theta | \alpha) \Pi_{n=1}^{N} P(z_n | \theta) P(w_n | z_n, \beta) \ d\theta
\]

Integrating over \( \theta \) and summing of \( z \), the set of topic assignments, the distribution of a document can be obtained as shown in equation (6) below:

\[
P(w | \alpha, \beta) = \int P(\Theta | \alpha) \prod_{n=1}^{N} \sum_{z_n} P(z_n | \theta) P(w_n | z_n, \beta) \ d\theta
\]

where \( P(z_n | \theta) \) is \( \theta_i \) for the unique \( i \) such that \( z_n^i = 1 \) The probability of a corpus is obtained through the product of marginal probability above for each \( w_n \) in \( D \) as given in the equation (7) below:

\[
P(w | \alpha, \beta) = \{ \Pi_{d=1}^{M} \int P(\Theta | \alpha) \Pi_{n=1}^{N_d} \sum_{z_dn} P(z_dn | \theta_d) P(w_dn | z_dn, \beta) \ d\theta_d \}
\]

Training LDA model on a corpus requires feeding the model with sets of tokens from the document. The model statistically estimates the topic distribution \( \theta_d \) for each document as well as the word distribution in each topic. A model can also be used to predict topic classes for a previously unseen document. More information about LDA can be found in \[5, 4\]. In order to train LDA algorithm, we used all the articles in the training set as well as the queries, taking pair of article-query as a document. We used known relevant pairings of query-article where available and for every other case, we feed each of the query or article as independent document. Furthermore, we include extra articles which formed parts of the documents released for COLIEE 2017 training set. We use the Gensim\(^2\) implementation of LDA with Gibbs sampling, with \( T = 25 \) topics and the number of inference also being 20. All the documents

\(^2\)Gensim is a python library offering a suite of algorithms for text processing. Available at https://radimrehurek.com/gensim/
were stemmed and stopwords removed. Each document was weighted with term frequency-inverse document frequency (tf*idf) values in order to overcome the bias against unimportant but frequent words. Even though the number of topics was intuitively chosen, we observed that setting the number of topics to be smaller makes the topic distribution to be dense such that most articles have similar topical distribution. Also, when we increased the topic number, we identified a lot of arbitrariness and imprecision in topic distribution. We assumed that this observation is probably due to the tiny size of the training data used.

We use the resulting LDA model to generate topic distribution for each training articles such that the set of topic IDs are transformed into a dense topic vector of 25-dimension. First, we obtain a matrix $G = L \times T$ where $l \in L$ is a sparse vector of length $T$, the chosen number of topics. Each vector $l$ contains the distribution of the topic IDs assigned by LDA to each article, where by topic ID, we denote the topic group or cluster that an article belongs, i.e., a number in the range $[0, T-1]$. The procedure is also repeated for the queries. The resulting outputs are two matrices transformed to dense, i.e. article and query, all of the same dimension. We used Faiss\(^3\) to index these matrices. Faiss implements an array of search algorithms for search and clustering of dense vectors of documents and queries. These algorithms include exact match, $L_2$, dot product vector comparison, nearest neighbour, $k$-means, cosine similarity etc.

For each query, we pick the top 5 matching articles. Now, these articles are not assumed to be the exact relevant ones but rather selected as the seed set and input to the semantic similarity module. The semantic similarity module computes a similarity score between the text of each of the documents in the seed set and the query. Specifically, this module takes account of semantic information and word order information in the text of both the query and the article. Furthermore, it uses WordNet as a lexical taxonomy for looking up synonyms of words while calculating similarity. The similarity function between two words $w_1$ and $w_2$ is defined as the product of the depth function, $f_1(h)$ and length function, $f_2(l)$ as follows \([13]\):

$$S(w_1, w_2) = f_1(h).f_2(l)$$

(8)

The length function $f_2(l)$ is a monotonically decreasing function of path length $l$. It includes a constant alpha.

$$f_2(l) = e^{-\alpha \cdot l}$$

(9)

The depth function is a monotonically increasing function of depth $h$ in concept hierarchy. It is represented as follows:

$$f_1(h) = \frac{e^{\beta \cdot h} - e^{-\beta \cdot h}}{e^{\beta \cdot h} + e^{-\beta \cdot h}}$$

(10)

The values of alpha and beta are set to 0.2 and 0.45 respectively as per Li et al. \([20]\).

Once the similarity scores have been computed, we sort the articles according to the similarity scores from highest to lowest. We pick the article with the highest similarity score along with any other that has a distance of not more than 15% to the topmost similar article, i.e., the one with the highest similarity score from the semantic similarity module. We did not evaluate, how the choice of the chosen parameters (threshold and top-5) impacts the result and such analysis is planned for future work. The distance score, $Dist$, is computed according to the formula in equation \((11)\).

$$Dist = \left(\frac{H_{sim} - aSim}{H_{sim}}\right) \times 100$$

(11)

where $H_{sim}$ is the similarity score (highest of the top-5) of the most similar articles according to the similarity module and $aSim$ is a similarity score of any of the other articles in the top-5.

### 3 Task2: Textual Entailment

The second task of COLIEE 2017 involves determining whether the retrieved articles in the first task entail the corresponding queries or not. This task is referred to as Textual Entailment (TE) and its goal

\(^{3}\)Faiss is available at https://github.com/facebookresearch/faiss.
is to identify entailment relationship between a text and an hypothesis [3]. A premise or text entails an hypothesis (which is another text) if the hypothesis can be inferred from the premise. TE is a typical classification task, either as a binary (YES/NO) or multi-class classification (YES/NO/NEUTRAL etc.). The organizers of COLIEE2017 proposed a binary classification task.

Early TE systems rely on the use of hand crafted features [8]. In addition, a lot of knowledge resources, e.g., Wordnet are often employed in developing these systems [22]. The features often extracted from the training text include simple ones like n-gram overlap, string matching, presence of negation words e.g., never, shouldn’t etc. Also, information retrieval (IR)-inspired features such as the TFIDF and a measure of similarity between the text and the hypothesis obtained with metrics such as the cosine similarity etc, are often used [12].

Even though a number of the systems which rely on feature engineering have achieved relative success, the efforts required in engineering features and feature selection pales this success. An evaluation of systems using different techniques for solving TE tasks is detailed in [3].

Since Neural Networks (NNs) have continued to give excellent performance in language modeling tasks [15], researchers have employed some NNs models for TE tasks as well. Specifically, the listed papers [6, 23, 2] show that deep Neural architecture can match and outperform lexical classifiers which use hand-crafted features for TE task. While these systems are very promising, they enjoy the benefit of a reasonable large amount of training data. Therefore, as we will show later in the results section, the performance reported in this paper may not be competitive compared to these works, given the very tiny training set available in this particular COLIEE challenge.

The authors in [17] utilized a Convolutional Neural Networks (CNN) to model entailment relationship on a previous COLIEE competition dataset. Also, the work described in [14] which was also based on a past COLIEE competition employed the use of Long Short-Term Memory (LSTM) for modeling entailment relationship.

We utilize NNs to autonomously learn latent entailment features from a pair of text and hypothesis. Our NNs model combines LSTM [10] with CNN [18]. LSTM Networks are a powerful type of recurrent neural networks (RNNs) and are robust to the vanishing gradient problem [10]. Also, LSTMs generally have enhanced memory since they are able to retain information over many time steps. CNNs on the other hand can capture multiple features between adjacent input, owing to the many convolution it uses to filter the input sequences. Each filter transforms a local patch of lower-level features into higher-level representation [18, 15]. The LSTM state transition is given in equation (12) below.

\[
\begin{align*}
    i_t &= \sigma \left( W^{(i)} x_t + U^{(i)} h_{t-1} + b^{(i)} \right), \\
    f_t &= \sigma \left( W^{(f)} x_t + U^{(f)} h_{t-1} + b^{(f)} \right), \\
    o_t &= \sigma \left( W^{(o)} x_t + U^{(o)} h_{t-1} + b^{(o)} \right), \\
    u_t &= \tanh \left( W^{(u)} x_t + U^{(u)} h_{t-1} + b^{(u)} \right), \\
    c_t &= i_t \odot u_t + f_t \odot c_{t-1}, \\
    h_t &= \sigma \odot \tanh c_t
\end{align*}
\]

Figure 1 gives a pictorial illustration of the model used in this work. Our model is quite simple, and it is based on sentence encoding approach. This was intentional since we have a very small training set. Also, even when we tried more complex model architectures, we keep getting similar performances.

First, at every input point, the sequences of both the article and the query sentences are each embedded into a 300 dimensional vectors. Instead of learning embeddings from scratch, we used the GoogleNews vectors for this part of our work. The GoogleNews vectors is a result of training the word2vec algorithm [21] on over 3 billion words. Also, we keep the weights of the embeddings frozen throughout all the layers. Note that the encoded articles and queries have the same sequence length, as they have been zero-padded in order to equal the maximum sequence length (774) in the input set. For each data sample, the input sequences are tokens of the corresponding articles and queries. At each time step, the vectors of a word from an input sequence is obtained. We associate each token \( t \)
in our vocabulary with a vector representation $x_t \in \mathbb{R}^{d=300}$. We generate a sentential representation by performing an element wise sum of each $x_t$ in order to get the sentence embedding for each input sequence, i.e., both for the articles and the queries. We normalize the resulting vector sum by the length of the sequence such that

$$s_i = \frac{1}{|n|} \sum_{t=1}^{n} x_t, \quad s_i \in \mathbb{R}^{d=300}$$  \hspace{1cm} (13)

Where $s_i$ in equation (13) denotes the embedding representation of each data point.

The encoded sequences are then passed into a Merge layer where the encoded article and query are concatenated. This layer yields a 600 dimensional vector which we pass to the LSTM. The activation function for this layer, like in every other hidden layers of our network is the rectified linear unit (RELU). The LSTM has 64 units, and the representation from the hidden state of the last cell is propagated to a convolution layer. Our convolution layer makes use of 6 filters, each with a region size 73.
= 3. A global maxpooling layer selects the prominent features from the feature maps. We further add a fully connected multilayer perceptron networks (mlp) with 8 hidden layers. We use the softmax to distribute the probability distribution between the +1 or -1 class, where +1 signifies entailment and -1 means Non-entailment. For each input \( s_j \), given the hidden state \( h_j \) from the last fully-connected mlp layers, the softmax classifier predicts the label \( \hat{y}_j \) as shown in the equation below:

\[
\hat{y}_j = \text{arg max}_y \hat{p}_\theta(y|s_j)
\]

(14)

The cost function is given in equation (15) below:

\[
J(\theta) = -\frac{1}{m} \sum_{k=1}^{m} (y^{(k)}|s^{(k)}) + \frac{\lambda}{2} ||\theta||^2_2
\]

(15)

where \( m \) is the number of data samples, in this case the batch size for each iteration and \( \lambda \) is an L2 norm regularization hyperparameter.

For implementation, we used Keras\(^4\) Deep Learning library. Since the training set is rather tiny, we used a batch size of 16. We used adam, a stochastic optimizer with learning rate set at 0.01 and a decay value of 1e-4. Throughout the network, we applied a uniform Dropout value of 0.2 after each of the LSTM, convolution and the fully connected layers. Initially, the model was trained on the input data for 10 epochs but this was subsequently reduced to 5 since we discovered that training keep exiting at epoch 8 when we used earlystopping with patience for unimproved validation loss set to 3.

4 Results and Analysis

In this section, we discuss the results of both task1 and task2 using the techniques discussed in the previous sections. We evaluate the results on the test set provided by the organizers. We observed from the dataset that there were many cases when multiple articles are retrieved for a single query. Therefore, there was a need to consider the cases where the articles retrieved by our system are a subset of the articles in the gold standard. Hence, we carried out two evaluations for the information retrieval system: strict and lenient. In strict evaluation, only exact matches of the articles retrieved by our system with the gold standard were considered as true positive. In lenient evaluation, a partial match of the retrieved articles with the gold standard set of articles is also considered as a true positive. In other words, if the system retrieves a subset of the articles present in the gold standard then it is considered a match. Table 1 shows the results of task1 for both partial string matching and topic clustering method.

<table>
<thead>
<tr>
<th></th>
<th>Partial String Matching (strict evaluation)</th>
<th>Partial String Matching (lenient evaluation)</th>
<th>Topic Clustering (strict evaluation)</th>
<th>Topic Clustering (lenient evaluation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.413</td>
<td>0.645</td>
<td>0.441</td>
<td>0.69</td>
</tr>
<tr>
<td>Recall</td>
<td>0.445</td>
<td>0.628</td>
<td>0.49</td>
<td>0.692</td>
</tr>
<tr>
<td>F-score</td>
<td>0.428</td>
<td>0.636</td>
<td>0.464</td>
<td>0.691</td>
</tr>
</tbody>
</table>

Table 1: Results for Task 1 (information retrieval)

The results indicate that topic clustering method achieved a higher F-score than the partial string matching method for both strict and lenient evaluation. This is because topic clustering not only relies

\(^4\)Keras is a modular but powerful Deep Learning Library built on top of Theano and Tensorflow. Available at https://github.com/fchollet/keras
on the occurrence of common tokens between article and query but also takes into account the semantics by incorporating topics and a knowledge-based resource (WordNet). We present an example in Figures 2 and 3 to illustrate this. The article retrieved by the partial string matching method captures only a part of the meaning of the query. The query explicitly talks about the conditions in which the contract shall be formed. However, the article retrieved by the partial string matching method talks about some conditions (necessary to form the contract) mentioned in the query but does not mention anything about forming the contract. It captures only the partial meaning of the query. On the other hand, the article retrieved by the topic clustering method mentions both the conditions and forming of the contract. Thus, topic clustering method was successful to capture the semantics of the text to a greater extent as compared to the partial string matching method. The topic clustering method also achieves a higher precision and recall than the partial string matching method. However, it is also important to mention some limitations while using topic clusters for short text similarity. LDA considers the text as a mixture of latent topics. Each topic is a mixture of words. The topics generated in query and article are quite similar when query and article comprise similar words. However, in cases when most words are different in query and article, the topics of the articles (grouped in the cluster) are sometimes not relevant to the topics of the query. We tried to address this limitation to some extent by incorporating synonyms from WordNet. However, even minor variation in the usage of wordings in short texts can lead to different topic distributions. Generally, topic clustering methods have been successful in information retrieval for large corpora which comprise documents of significant length. However, the COLIEE dataset consists of civil codes which are short legal texts.

<table>
<thead>
<tr>
<th>Query</th>
<th>Article retrieved by Topic Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>In the case where (A) loses his/her capacity to act after the dispatch of the notice of acceptance of a contract to (B), who is a person at a distance, even if (B) knows such fact, the contract shall be formed.</td>
<td>(1) A contract between persons at a distance shall be formed upon dispatch of the notice of acceptance. (2) In cases where no notice of acceptance is required due to the offerer’s manifestation of intention or usage of trade, the contract shall be formed upon the occurrence of any fact which ought to be regarded as a manifestation of intention of acceptance.</td>
</tr>
</tbody>
</table>

Figure 2: Article retrieved by topic clustering method for a given query

<table>
<thead>
<tr>
<th>Query</th>
<th>Article retrieved by Partial String Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>In the case where (A) loses his/her capacity to act after the dispatch of the notice of acceptance of a contract to (B), who is a person at a distance, even if (B) knows such fact, the contract shall be formed.</td>
<td>(1) Manifestation of intention to a person at a distance shall become effective at the time of the arrival of the notice to the other party. (2) The validity of manifestation of intention to a person at a distance shall not be impaired even if the person who made the manifestation dies or loses his/her capacity to act after the dispatch of the notice.</td>
</tr>
</tbody>
</table>

Figure 3: Article retrieved by partial string matching for a given query

Table 2 shows the results of the textual entailment task. We compare our proposed LSTM-CNN model with the best runs of the other teams for the English task. The results show that our model achieves comparable performance with other textual entailment methods. The slightly lower accuracy
of our model is probably due to the trained word embeddings on the Google News dataset (which is not tailored for legal text). The results of task 2 indicate that our textual entailment system did not generalize well on the test data. One possible reason for this is the small size of training data in our case. Neural networks have been known to perform well with a large amount of training data. The motivation to use neural networks was to avoid handcrafting features given the legislative nature of the text. Another possible reason for the mediocre performance of the textual entailment system is error propagation due to the evaluation style. This is because the performance of the second system (task 2) is dependent on the results of the first system (task 1). In task 2, we are checking for entailment relationship between each retrieved article and the corresponding query. In the case when the system retrieves wrong articles, the entailment relationship is judged wrongly.

5 Conclusion

This paper presented our team’s approach for the COLIEE 2017 competition. For the information retrieval task, we utilized a partial string matching and a topic clustering method. The lexical approach of partial string matching was complemented by a semantic similarity approach of topic clustering while also incorporating the knowledge from WordNet. The results indicate that the topic clustering approach outperformed the partial string matching method. Further, we proposed a LSTM-CNN model for the textual entailment task. We utilized word embeddings from the Google News corpus. The LSTM-CNN model had a comparable performance with other textual entailment systems.
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