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Abstract. Some researchers propose using the Convolutional Neural Network (CNN) method 

to classified batik images. It can extract features automatically without the need to define 

feature manually from the image. However, CNN's weakness is that its accuracy is quite low, 

especially for small-sized datasets, compared to machine learning methods that use hand-

crafted feature extraction. In this research, an ensemble CNN method is proposed to improve 

the accuracy of the CNN method in classifying batik images. This method will train several 

CNN models at once, and then by voting and averaging techniques, the output label will be 

determined. Test results for two different datasets show this method can improve the accuracy 

of the CNN method and get an accuracy value of 100%. This method is also proven to extract 

features faster than the state-of-the-art method like MTCD+SVM, which is included in the 

hand-crafted feature extraction category. 

1.  Introduction 

Batik is one of Indonesia's cultural heritage. Research on batik has started in 1974 [1], and since then, 

the development of research on batik is multiplying. In computer vision, batik is often used as a 

research object about pattern recognition, image retrieval, object detection, and so on.  

Machine learning is an approach that is often chosen for the classification of batik images. 

Handayani et al. managed to get a maximum accuracy value of 99% after using the voting features 

interval method to classify 163 batik images into five categories [2]. In machine learning, feature 

extraction plays a significant role. As evidenced by Suciati et al. when using a fast discrete curvelet 

transform on HSV color features. The accuracy results showed that the use of HSV is better than RGB 

color features [3]. Rangkuti also mentioned color features as a critical feature to recognize batik 

patterns in his research. In the study, Rangkuti used treeval and treefit as decision tree function in 

optimizing content based batik image retrieval. The results showed that the decision tree approaches 

properly-recognized batik patterns with 90% accuracy [4]. Batik pattern recognition was also done by 

Nurhaida et al. in 2015. The SIFT method that used in this research was able to recognize a batik 

pattern with an error rate of 0.08 [5]. In 2018, Caraka et al. used geometric invariant moments to 

detect batik parang rusak patterns. This method is proven to perform exceptionally well when used on 

binary classification datasets with 92% accuracy [6]. While in 2015, Aditya et al. proposed Grey Level 

Co-occurrence Descriptor (GLCM) and Neural Network to recognize batik patterns. The accuracy 

obtained by this research was 91% [7]. Both studies prove that in addition to color features, edge 

detection and texture detection can also be used to recognize batik patterns. GLCM's success in 



 

 

 

 

 

 

improving models' accuracy to recognize batik patterns makes this method widely used in other 

studies [7–11]. In 2020, Azhar et al. also proposed a combined approach of the Multi Texton Co-

occurrence Descriptor, which is based on GLCM, with the TF-IDF weighting method commonly used 

in text retrieval. This method is called Texton Frequency - Inverse Image Frequency (TF-IIF). The 

results obtained show an increase in 7% precision compared to the previous process [12]. In addition 

to GLCM, the SIFT approach is also widely used in research on batik pattern recognition. Azhar et al. 

and Setyawan combine SIFT and KNN [13,14]. Pradnyana et al. also used KNN as a Balinese fabric 

classifier because of its simplicity [15]. 

Besides of machine learning approach, deep learning is also often used for the classification of 

batik images. Among the many proposed methods, the Convolutional Neural Network (CNN) is one of 

the most widely used methods [16–20]. In 2017, Handayani et al. used CNN and the Deep Belief 

Network (DBN) to classify batik datasets. However, both methods provide poor accuracy results, with 

63% on CNN and 44% on DBN [21]. In 2018, Agastya et al. used augmentation data techniques to 

increase the number of datasets before they were classified using CNN and its derivative variants 

(VGG16 and VGG19). Although the accuracy results reached 90%, its accuracy dropped to 56% when 

the augmentation data was applied [22]. Based on research that has been proposed by Arsa et al., 

classification using deep learning also has not been able to provide maximum results [23]. It depends 

on the dataset used. The amount of data in each class dramatically affects the learning process in the 

deep learning algorithm. Also, the determination of convolution layer models, hidden layers, and other 

CNN parameters significantly affect the accuracy results. 

In the previous research, Minarno et al. classified batik images by utilizing the sub-band image 

[11]. The wavelet and GLCM methods are combined with the Probabilistic Neural Network (PNN) to 

obtain 72% accuracy. In the next research, Minarno et al. proposed Multi Texton Histogram (MTH) 

method with six textons as a feature extractor for batik combined with PNN, KNN, and SVM methods 

solve the same problem. The results obtained are accuracy scores of 92%, 82%, and 76% respectively 

[24,25]. In 2019, Minarno et al. using the GLCM  method combined with  KNN  and  SVM. The 

results obtained are 78% for KNN and 92% for SVM [26]. Based on the previous research, both 

GLCM and MTH could be used to classify batik images quite well. In 2020, Minarno et al. combined 

MTH and GLCM in a new method called Multi Texton Co-occurrence Descriptor (MTCD). This 

method used six filters called textons to generate a color histogram and edge on an image by 

convolution. The two histograms are then combined with the entropy, correlation, energy, and contrast 

values obtained through the GLCM method. In this research, MTCD was paired with KNN and SVM 

for the classification of batik images. The results obtained were proven to be able to outperform the 

previous studies. Both KNN and SVM were able to get an accuracy value of 96% [27]. From these 

studies, it can be seen that the accuracy value of the classification model is largely determined by the 

features selected to be extracted. And these features must be determined manually or better known as 

hand-crafted feature extraction. This is one of the weaknesses of the machine learning method. 

In terms of practicality of use, deep learning is still better than machine learning because it did not 

need to define features that must be extracted first, as it does in machine learning methods. Deep 

learning was used to cover up the deep learning method's weaknesses that are still getting low 

accuracy on small datasets. An ensemble CNN method was proposed to improve the accuracy of the 

CNN method in classifying batik images. This method will train several CNN models at once, and 

then by voting and averaging techniques, the output label will be determined. Test results for two 

different datasets show this method can improve the accuracy of the CNN method and get an accuracy 

value of 100%. This method is also proven to extract features faster than the MTCD + SVM method, 

which is included in the category of hand-crafted feature extraction. 

2.  Research method 

This research's primary focus is to create a deep learning architecture that can classify batik images 

well. The primary method used is the Convolutional Neural Network (CNN). A dropout layer was 



 

 

 

 

 

 

added to the CNN architecture to produce better accuracy. Figure 1 shows the architecture used in this 

research. 

As we know, overfit is one of the problems that often arise in implementing deep learning in image 

classification. And the way to handle it is by using the concept of regularization. Adding layer dropout 

to the network is one form of regularization that can be applied. How it works from the dropout layer 

was to break the input relationship from the previous layer to the next layer with a certain probability. 

In this research, the probability value was set to 0.5, so it was expected that there would be half of the 

interrupted relationship between the extraction and the fully connected layers. Thus, overfit is 

expected to be prevented. From Figure 1, it can be seen that there are two dropout layers installed on 

the network. The first layer is before the Fully Connected (FC) layer (after the feature was extracted), 

and the second is between the dense layer on the FC Layer. 

In detail, there are a total of 10 layers used on the CNN architecture in this research. Consists of 

three pairs of Convolution and Max-Pool layers, two dense layers, and two dropout layers. Each layer 

uses ReLU as its activation function, except for the last dense layer that uses the softmax function. 

Each convolution layer has 32, 50, and 80 filters (kernels), respectively. Each convolution and pool 

layer have filters of the same size, namely 2x2, and stride = 1. Each input image will be resized to a 

size of 32x32 with a depth of 3 (RGB) before being incorporated into the CNN architecture.  

Apart from adding a dropout layer, the CNN architecture was also combined with the ensemble 

method. Figure 2 shows the design using the ensemble and CNN methods in classifying batik images. 

There are two main phases in the design method proposed. The first phase is the training phase. In this 

phase, the data train will be entered into CNN with the same architecture five times. The result is five 

different models, with varying values of accuracy. This has happened because, on CNN, the weight of 

each kernel was initially set at random. As the training process progresses, the filter's weight will 

become more convergent towards the best value. However, because the initial value is different, each 

model's best value in the last epoch will also be different. Although the difference is not very 

significant, it will also affect the classification process of data. And then the second phase is the 

testing phase. In this phase, the test data will be predicted using the five models that have been created 

previously. Then, the label of the test data will be determined using voting techniques. All these stages 

are referred to as the ensemble CNN method. 

The ensemble method itself refers to a technique that uses a large number of models (where the 

exact number of models used is very dependent on the case of classification), then combines the 

results of the prediction through voting or averaging to improve the accuracy of the classification 

results. Figure 3 exemplifies how the ensemble method is paired on CNN to combine the output 

produced by each model. Using the voting technique, the label that is guessed by many models is the 

label that will be selected as the output label. 

 

 
Figure 1. Network architecture with the addition of a dropout layer after the feature extraction layer 

and before the output layer 

 



 

 

 

 

 

 

 
Figure 2. The proposed ensemble CNN method 

 
Figure 3. The ensemble (combine output) process on CNN to determine the output label of a data 

3.  Result and discussion 

There are two types of datasets used in this research. The first dataset is Batik300 (Figure 4). This 

dataset consists of 300 batik images, which are divided into 50 different classes. Each class consists of 

6 images. These six images are the results of the augmentation of an image with a large dimension. All 

images in this dataset have the same dimensions, i.e., 128 x 128 pixels. The second dataset is Batik41k 

(Figure 5). This dataset has characteristics similar to Batik300, but with a higher number of classes, 

namely 351 classes. Another thing that also distinguishes this dataset from Batik300 is the imbalance 

dataset condition. Batik351 has a different amount of data in each category. This dataset's total batik 

image is 41,621 data, with the dimensions of each image being the same, namely 400 x 600 pixels. 

The two datasets were split into two parts, 20% as the test data, and the rest as the data train. 

 
Figure 4. Examples of Image Contained in Batik300 Dataset 

 

 
Figure 5. Examples of Image Contained in Batik41k Dataset 

 

Three test scenarios will be carried out in this research. The first scenario is to look at adding layer 

dropouts on CNN architecture in classifying batik images. The purpose of this test is to see how much 

influence the dropout layer has on handling overfit. 

There are two architectures to be tested—one architecture without a layer dropout and another 

architecture with a layer dropout (Figure 1). Both architectures used the same hyperparameter. 



 

 

 

 

 

 

Hyperparameter tuning is performed using the Keras Tuner library. The led hyperparameter is the 

learning rate and optimization function. Of the 5 learning rate scores tested (1e-1, 1e-2, 1e-3, 1e-4, 1e-

5), the most optimal results for learning rate is 1e-3. As for optimization function, testing of Adam, 

SGD, and RMSprop function. Adam gives the best results. The results obtained when testing the two 

architectures in the Batik300 dataset are shown in Figure 6. Although both architectures can produce 

reasonably good accuracy values (above 0.8), it is seen that architectures that do not use dropout layers 

tend to overfit. This is concluded from the observation that the value of loss tends to increase, and the 

value of accuracy tends to decrease from the 86th epoch. Different things are shown in the results of 

architectural training using layer dropouts. It is seen that the value of loss continues to fall close to 0 

and does not indicate an increase. The same thing happened in the accuracy value plot, which 

continuously increased to close to 1. From this test, it can be concluded that the addition of the dropout 

layer proved to be sufficient enough to suppress the tendency to overfit the classification results. 

 

 
Figure 6. Comparison of loss and accuracy values obtained by models 

 

The second testing scenario conducted in this research is the use of the ensemble method on CNN. 

The purpose of using this method is to increase the accuracy value of CNN. In this research, the 

ensemble method was carried out by combining the results of the classification of 5 CNN models 

trained using the same architecture and dataset. Comparing the proposed method and the previous 

method is also applied using the same hardware and the same dataset. The results can be seen in Table 

1 and Table 2. 

 

Table 1. The accuracy values of the proposed method compared with previous studies for the 

Batik300 dataset 

Method Accuracy 

MTH+SVM [26] 0.92 

MTCD+SVM [27]  0.96 

CNN 0.98 

Ensemble CNN 1 



 

 

 

 

 

 

Table 2. Comparison of result before and after the ensemble method was applied to the CNN 

architecture 

Dataset Parameter CNN Ensemble CNN 

Batik300 

Accuracy 0.98 1 

Precision 0.95 1 

Recall 0.98 1 

F1-Score 0.96 1 

Batik41k 

Accuracy 0.99 1 

Precision 0.97 1 

Recall 0.99 1 

F1-Score 0.98 1 

 

Table 3. Comparison of the time needed to extract features in batik41k test data between the previous 

and proposed method 

Method Time (s) 

MTCD+SVM [27] 235.23 

Ensemble CNN 9.54 

 

In Table 1, the proposed method (ensemble CNN) can produce an excellent accuracy value (100%) 

for the Batik300 dataset. It outperformed the results obtained by previous studies in [26] and [27]. 

Even when compared to traditional CNN methods, the ensemble CNN is still superior. Meanwhile, in 

Table 2, if we focus on the comparison between the traditional CNN method and the ensemble CNN 

for the two types of datasets (Batik300 and Batik41k), it can be seen that the ensemble CNN can 

outperform almost all measurement parameters. Especially for the batik41k dataset, the Ensemble 

CNN's accuracy value is the same as [27]. But, the use of the Ensemble CNN method was considered 

to have advantages. For example, at the speed of the extraction of its features, this hypothesis was 

proven using the third testing scenario. 

In the third test scenario, predictions were made using models that have been formed by the 

ensemble CNN and MTCD + SVM methods. Because both methods have been tested using the same 

dataset, and both can get perfect accuracy values (i.e., 100%). Both methods were considered to have 

the same ability in classifying batik images. Variables that will be compared in this test are the time 

needed by the two methods in extracting features for testing data (new data). Both methods will be 

given the same dataset, namely Batik41k. Then, both methods were trained using the same number 

and variety of train data. After the model was formed, the two methods were asked to predict as many 

as 8,094 batik images, which were still in the form of raw images. The results obtained in Table 3 

show that the ensemble CNN method is superior to the MTCD + SVM method in terms of its feature 

extraction speed. In the MTCD method, each feature (color, edge, and texture) must be extracted 

separately. For color and edge features, extraction is done by converting six filters one by one. This 

process needs to be done for each batik image (be it a training image or test image). Unlike MTCD, 

the extraction of features on CNN is done by creating a feature map in each layer. The process of 

creating this feature map can be done very quickly at the testing stage because the kernel weight in 

each layer has been obtained at the time of training. On the MTCD+SVM method, feature extracted is 

performed by MTCD. While on CNN, the feature extraction process is done on the input layer until 

the flatten layer. The total time to classify an image is calculated from the image is inserted into the 

model until all features have been extracted (histogram feature vector for MTCD and flatten feature 

map for CNN). Since each kernel's best weight value has been obtained during the training process, 

then at the time of testing, CNN only needs to perform one convoluted process in each convolutional 



 

 

 

 

 

 

layer to get the best feature map (only one feed-forward step from the input layer to output layer). This 

is what causes the testing process of the CNN ensemble to be faster than MTCD+SVM. 

 

4.  Conclusion 
This research has presented a method for classifying two batik datasets using dropout, ensemble 
testing scenarios, and comparing testing times between Ensemble CNN vs. previous research method. 
Based on the test results, it can be concluded that the addition of the dropout layer was able to 
overcome overfitting, and the ensemble technique can improve the accuracy of the previous method, 
like MTH+SVM or MTCD+SVM. Ensemble CNN can also increase the accuracy, precision, recall, 
and f-measure value of the CNN method, both for batik300 and batik41k dataset. Although ensemble 
CNN and MTCD+SVM reach accuracy 1, in the testing process, Ensemble CNN has a faster 
computing process than MTCD + SVM with a time difference of 225.69 seconds. 
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