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Abstract 
In this paper, the first steps of designing and implementing a speech-controlled navigation 

mechanism for web VR environments are presented. By creating applications that utilize this 

approach the users can easily navigate in virtual environments and interact with them. 

Additionally, speech recognition for user input could serve as an efficient approach for disabled 

users. The mechanism design is presented and brief testing and evaluation are performed in 

order to assess its effectiveness. The results show that speech commands can be used for 

navigation in VR environments and provide valuable feedback for future improvements of the 

proposed approach. 
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1. Introduction 

Navigating Virtual Reality Environments (VREs) is a fundamental task as users entering such 

environments have to dynamically update their position and explore their spaces. In order to perform 

navigational tasks, users have to use one of the available navigational methods which are usually 

dependent on users’ ability to move themselves or parts of their bodies. Given that users may not be 

able to perform such movements, alternative methods can be especially valuable. This paper presents 

an approach for navigation in Web VR using speech commands. 

An important aspect of this work is to explore current technologies in the field of Web Virtual Reality 

and speech recognition, upon which the proposed approach for navigation in Web VR using speech 

commands will be implemented. Speech interaction has been proposed as an efficient approach for the 

interaction of arm disabled users [1,2]. Given the above, a major source of motivation toward this 

research is the potential limitations that people with disabilities face when interacting with Virtual 

Reality environments as conventional Virtual Reality navigation approaches require the user to use his 

hands or other parts of his/her body. 

This work focuses on web VREs due to a number of advantages, e.g., the ability to work on all 

operating systems, the compatibility with modern virtual reality devices, and the fact that such 

applications can be found via the web and be used without an installation process which provides the 

potential to reach more users. There is a sufficient number of web VR frameworks that can be used for 

developing VR applications, e.g., the A-Frame [3], the Vizor Patches [4], and the WebVR-Boilerplate 

[5]. 

Speech interaction is already a helpful tool with everyday applications, probably some of the most 

common are mobile and computer assistants like Siri, Alexa, or Google assistant. Speech recognition 
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for these applications is usually provided by Application Programming Interfaces (APIs), e.g., Google 

Speech API (also known as web speech API) [6,7], or Vocapia speech to text API [8]. 

In this work, a demo virtual environment as well as a software library integrating the speech 

recognition functionality, are developed within the A-Frame framework. For the implementation of the 

speech recognition functionality, the google speech API is used as it is easily accessible through the 

web and has a low error rate of 9% [9]. The demo application, called VR-SONIC, is then tested and the 

results are analyzed in order to provide suggestions for future improvements. 

The remainder of this work is organized as follows. Section II provides a brief literature review on 

works employing speech recognition for interaction mechanisms and instructional purposes. Section III 

presents the design and the initial implementation of the Speech Controlled Navigation and Interaction 

mechanism and its functionality. Section IV presents a brief test and the results, while Section V 

summarizes this work and draws guidelines for future work. 

 

2. Related Work 

There is a growing interest in taking advantage of speech recognition for user interaction providing 

numerous examples and various applications. There are cases where voice input is considered to be an 

appropriate approach for applications outside the virtual reality domain but due to the nature of the 

application researchers decided to simulate the application scenarios in VREs and thus are considered 

to be related and are discussed here. In [10] a car navigation system is introduced, which includes 

gestural, gaze-based, and speech interaction mechanisms. This navigation system is set up in a virtual 

reality environment allowing the users to experience an alternative and safe way of driving. This work 

utilizes the Microsoft speech API in a virtual reality environment developed in Unity. Moreover, in [11] 

the authors present a voice instructed robot, operating in a virtual reality environment, for law 

enforcement purposes. In this research, the Julius voice recognition system is used as well as the unity 

game engine. In this system, the user is requested to press a key, then talk to the robot and the robot 

responds to a number of commands by making different sounds according to the given command. 

Besides the cases that the use of speech input is applied outside the virtual reality domain there are 

works exploring the capabilities of this technology in the particular domain. In [12] a case study is 

discussed in order to determine which user interface is preferable for what kind of object interaction in 

immersive virtual reality. They compare 3 kinds of user interfaces, namely: i) 2D user interfaces, ii) 3D 

user interfaces, and iii) speech interfaces. They test them with a number of tasks like selection, 

manipulation, position, rotation, creation, modification, and text input. For the speech interface 

specifically, they concluded that it performed better than the others but further improvements are 

needed. In [13] the use of speech input for virtual reality applications is studied by conducting tests to 

compare various aspects of human-to-machine interaction to human-to-human interaction. The tests 

show that during human-to-machine speech interaction the participants needed more time to complete 

a task and that they used a relatively small set of commands consisting of fewer words than the 

commands given during human-to-human interaction. Moreover, the authors conclude that “a 

combination of speech with other input devices might offer users a more flexible and integrated set of 

interaction tools for VR applications of the future”. In [14] an ongoing effort to develop an interface 

using input from voice, hand gestures, and eye gaze to interact with information in a virtual environment 

is presented. For the speech recognition functionality an open source speech recognition library is used 

(https://snowboy.kitt.ai). It is a key word speech recognition library that runs on raspberry pi hardware 

and requires to be trained by its user by repeating the keywords to be used a number of times (3). In 

[15] the use of voice input combined with hand-tracking in order to support positioning, object 

identification, information mapping, and disambiguation in VREs is explored. The presented 

application is built with Unity for the Oculus Quest standalone VR headset and uses Microsoft Azure’s 

Cognitive Services for automatic speech recognition. 

The contribution of this work is that it is intended to provide speech recognition in web VREs 

without the need for any special virtual reality equipment and the steps towards this purpose are 

presented in the following sections. 

 



3. VR-SONIC: Speech Controlled Navigation and Interaction Demo 

Application 

VR-SONIC is intended to allow users to navigate a virtual scene via voice commands and interact 

with objects in it. The application is aimed at people with disabilities or users who prefer to work 

through speech recognition. VR-SONIC demo, is a test application developed with A-Frame that 

incorporates the custom implemented VR-SONIC library which makes use of automatic speech 

recognition with the Google speech API. A basic goal of the proposed approach is that the provided 

applications should be easily accessible with the use of a web browser, the applications should be easy-

to-use and require as little as possible actions requiring arm movements and that the voice input would 

be also easy-to-use. Given the aforementioned, A-Frame is selected as it provides the ability to develop 

web accessible virtual environments, and Google Speech API once integrated in an application is easy-

to-use and does not require previous training of the system in order to recognize the commands. 

 

3.1 Prerequisites and User Requirements 

VR-SONIC provides an easy-to-use navigation system with simple interaction commands in a 

virtual reality scene. The user is required to use a personal computer or smartphone in order to access 

the application. Also, for the application to work properly, the users' microphone must be activated. It 

is important that the user is able to pronounce the given commands, as speech interaction is the core 

function of this application. Also, a network connection is needed as the speech recognition is performed 

by a web API (web Speech API) [4]. 

For the proper operation of the application, the user is required to follow a series of steps. Firstly, 

the user has to press the space key (when using a personal computer equipped with a keyboard) in order 

to enable the microphone. It is stated that despite the fact that arm-controlled operations should be 

avoided in the presented approach this action is necessary as the user has to provide his/her approval 

before the browser can use the microphone due to privacy concerns. Once the browser, and the VR-

SONIC application, can access the microphone, the user pronounces a command in a short time period. 

When the command is recognized, the application will update the user’s position in the virtual reality 

scene according to the given command. That means that the user can either move a pre-set space 

forward, backward, or turn a pre-set amount left or right, depending on the command they chose. 

 The current command list integrated into the mechanism is meant to support basic navigation tasks 

and consists of four commands: i) “move forward”, ii) “move backward”, iii) “turn left” and iv) “turn 

right”. The small size of the commands list is preferred for this phase of the research in order to provide 

an easy to debug system while having easily memorized commands. In addition, the use of a limited set 

of spoken commands is considered to be able to improve the accuracy and speed of a speech recognition 

system [14].   

 

3.2 User’s position and rotation model 

In order to update the user’s position according to the given commands, the mechanism integrates a 

model defining the user’s position and rotation. Updating a user's position requires knowledge about 

current position-rotation regarding the world coordinates. The movement is performed on two axes, the 

x and z, and the y axis is used for the user's rotation so that turning action is allowed (Figure 1). The 

direction either forward or backward is calculated depending on the user's current rotation. As the 

distance traveled each time can't be indefinite the step forwards or backward is predefined to be 2 units 

(meters) and 45 degrees rotation for each time that a turning command is given (Code example 1). 



 

Figure 1: User’s position and rotation model 
 

if ( command == 'left' || command == 'turn left' ) 
{ 
 player.components['look-controls'].yawObject.rotation.y += 0.7853981634;   
} 

  
if ( command == 'right' || command == 'turn right' ) 
{ 
 player.components['look-controls'].yawObject.rotation.y -= 0.7853981634;   
} 

Code example 1: User’s rotation according to the given commands. 

 

4. Testing and Evaluation 

In order to evaluate the effectiveness of the proposed solution, an initial test is performed. The user 

is required to perform basic navigation tasks in order to approach a number of objects in a virtual 

environment (Figure 2). In each test session, the user is required to approach 3 objects and these tasks 

are performed with the speech recognition navigation method as well as with the conventional 

navigation method (mouse & keyboard) for comparison reasons. In both cases, the time required to 

complete the task is measured. Moreover, in the case of navigation through speech recognition, the 

number of commands needed in order for the user to reach the objects is recorded and the number of 

unrecognized commands is counted. 

 
Figure 2: The testing virtual environment 

 

The tests show the time required to complete a navigation task when using the speech commands is 

significantly longer than the time required compared to the conventional navigation method. 

Specifically, according to our tests, navigation through speech recognition requires 85,41 seconds on 

average which is about 20 times more time than the 4,67 seconds that is the average time needed in 



order to complete a conventional navigation task (Figure 3). It is also observed that speech commands 

are not always recognized, and the achieved error rate is 10,13%, which is close to the 9% found by 

other researchers [7]. 

 

Figure 3: Navigation time comparison 
 

4.1 Discussion 

Another observational finding is that the predefined values require a large number of repetitive 

commands to be given by the user, which increases the time needed in order to perform a navigation 

task. Performing analysis on the collected data, revealed that the average number of commands in the 

tested tasks is 15. Also, 2,25 seconds is the average time needed for a speech command to be given by 

the user. Additionally, the sequence of the recorded commands in each task is analyzed showing that 

there is an 85% possibility for a user to repeat a move forward/backward command and a 33% 

possibility to repeat an orientation change move (turn left/right). According to the above, it is calculated 

that 30% of the total time needed to perform a navigation task is spent in repeating commands (figure 

4). 

 
Figure 4: Commands sequence diagram 

 

According to the previous, we consider the improvement of VR-SONIC by introducing commands 

with parameters. For example, the movement forward or backward is now set to move the controller by 

2 units (meters), whereas the number of steps as a parameter could be added so that users do not have 

to repeat the move commands with such high frequency. Also, the turn command currently performs a 

45o rotation, whereas the angle parameter could be integrated in order to provide precise control in 

rotation. 



 

5. Conclusion 

In summary, this work describes the first steps of the design and implementation of a mechanism 

for providing speech-controlled navigation in web VR environments. The need for easy-to-use methods 

for navigating VR environments by allowing users not to use their arms or other parts of their bodies is 

the motivation for this work and provides the ability to interact for arm-disabled users. This first 

implementation of the proposed approach shows that users can use speech commands to effectively 

navigate in VR environments. Tests show that there is space for improvements and a number of such 

additions are briefly discussed and draws the guideline for future work. Moreover, this mechanism can 

be expanded to include more commands which can be combined with parameters for precise navigation 

control and for interaction with objects in the VR environments. 
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