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MKEAH: Multimodal Knowledge Extraction and
Accumulation Based on Hyperplane Embedding for
Knowledge-based Visual Question Answering

Abstract External knowledge representations play an

essential role in knowledge-based visual question and

answering to better understand complex scenarios in

the open world. Recent entity-relationship embedding

approaches are deficient in some of representing com-

plex relations, resulting in a lack of topic-related knowl-

edge but the redundancy of topic-irrelevant informa-

tion. To this end, we propose MKEAH to represent

Multimodal Knowledge Extraction and Accumulation

on Hyperplanes. To ensure that the length of the feature

vectors projected to the hyperplane compares equally

and to filter out enough topic-irrelevant information,

two losses are proposed to learn the triplet represen-

tations from the complementary views: range loss and

orthogonal loss. In order to interpret the capability of

extracting topic-related knowledge, we present Topic

Similarity (TS) between topic and entity-relation. Ex-

perimental results demonstrate the effectiveness of hy-

perplane embedding for knowledge representation in

knowledge-based visual question answering. Our model

outperforms the state-of-the-art methods by 2.12% and

3.24%, respectively, on two challenging knowledge-requi-

red datasets: OK-VQA and KRVQA. The obvious ad-

vantages of our model on TS shows that using hyper-

plane embedding to represent multimodal knowledge

can improve the ability of the model to extract topic-

related knowledge.

Keywords Knowledge-based Visual Question An-

swering · Hyperplane · Topic-related
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Fig. 1 An illustration of our motivation. The questions in
the picture must be answered with some outside knowledge.

1 Introduction

Advances in deep learning promote the grow-th of vi-

sual question and answering tasks [24–26]. Knowledge-

based visual question and answering (KB-VQA) [13]

requires associating external knowledge to realize open

cross-modal scene understanding. Some questions re-

quire the model to understand a certain amount of com-

mon sense, i.e., external knowledge. As shown in Figure

1, the model relies on outside knowledge to determine

what activity people are doing. How to represent exter-

nal knowledge and make the model understand external

knowledge is a significant challenge for the knowledge-

based visual question and answering task.

There are many complex relationships in the real

world, such as one-to-many, many-to-one, reflexive, many-

to-many, and so on. The recent visual question and an-

swering works do not work well in representing these re-
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lationships. Also, they lack the ability to extract topic-

related knowledge. In a visual question-and-answer task,

the related information is often only part of the image

[8], while the other part is irrelevant to the topic. Rep-

resenting this content directly as a header entity affects

the capability of the model to catch real-world knowl-

edge.

In this paper, we propose MKEAH, a novel repre-

sentation of knowledge in KB-VQA. The core mech-

anism of MKEAH is to apply the hyperplane to mine

the higher-order logical relationship between knowledge

representation and questions, filtering out information

irrelevant to the question topic. Specifically, we first

propose a hyperplane transformation embedding method

to represent the triplet in the multimodal knowledge

graph [3,15,21], where the head entity embedding comes

from the visual object, the tail entity embedding cor-

responds to the ground truth, and relational embed-

ding [20] represents an implicit association between the

head and tail entities. To help hyperplane embedding

representation learn topic-related information and fil-

ter topic-irrelevant information, We propose two loss

functions: range loss and orthogonal loss. We then pro-

pose a novel metric of the ability of the model to ex-

tract topic-related information, which is conducive to

further improve the capability of represent real-world

knowledge.

The main contributions of this work are summarized

as follows.

1. A hyperplane embedding model is proposed to im-

prove the capability of the model to extract topic-

related knowledge.

2. Two hyperplane embedding loss functions, i.e., scale
loss and orthogonal loss, are proposed to help hy-

perplane learn topic-related knowledge and topic-

irrelevant information.

3. A corresponding evaluation metric TS is proposed.

After comparing our model with the SOTA model

in this metric, it can be found that our model has

more advantages. We outperformed SOTA methods

by 2.12% and 3.24%, respectively, on two challeng-

ing knowledge requirement datasets: OK-VQA [34]

and KRVQA [6].

2 Related Work

2.1 Knowledge-based visual question and answering

Most recent work [4,5,9] for Knowledge-based visual

question and answer are based on constructing triplets

in the original space, lacking of the ability to repre-

sents complex relations in high-order logic. Narasimhan

and Schwing [37] propose to retrieve relevant facts from

a knowledge base. Wang et al.[38] desige a system to

find the mappings from the question to a query triplet.

Yang et al. [17] uses an end-to-end multimodal knowl-

edge representation [16] learning framework, which first

models the inexpressible multimodal facts by explicit

triplets and provides complementary knowledge with

the existing knowledge graphs [30] and unstructured

knowledge bases. Wu et al. [39] uses retrieved knowl-

edge for answer validation rather than for producing

the answer based on a three-stage framework. Graph

embedding [48] is proposed to describe some complex

relation structures in real world, but it also brings high

computational and spatial costs.

2.2 Multimodal Knowledge Graph

The aim of the emerging multimodal knowledge graph

is to create a more comprehensive knowledge graph

by linking image content and text facts. Common ap-

proaches involve converting images and text into struc-

tured representations, followed by cross-modal event/en-

tity processing. However, a major challenge is to ex-

tract relationships within each modality and establish

connections between entities across different modali-

ties. Several methods have been proposed to address

this challenge. Li et al. [41] developed a model that

learns from structured text and visual data and main-

tains triplets to ensure entity alignment. Kannan et

al. [15] used RDF [42] knowledge graphs to represent

multimodal information based on graph alignment, but

lacked the ability to capture multimodal correlation.

Another approach is to link entities in an existing knowl-

edge graph directly with relevant images, as demon-

strated by Pezes-hkpour et al. [40], who expanded the

representation of YAGO [36] entities by including im-

ages. However, all of these methods are limited by the

use of first-order predicate knowledge representation

described in natural language, and thus cannot effec-

tively model higher-order complex relationships.

2.3 Embedding Models

Bordes et al. [43] uses relation embedding r to asso-

ciate the two embedded entities in a triplet (h, r, t),

and confirms the advantage of such a structure. Bordes

et al. [44] introduces two independent projections to

the entities in a relation. Jenatton et al. [45] models

second-order correlations between entity embeddings

by a quad-ratic form. In Single Layer Model [46], a

structure is proposed to solve the problem of nonlinear

transformation in neural networks. NTN [46] applies
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nonlinear transformation to the second-order correla-

tion transformation, based on the Single Layer Model.

3 Methodology

In this section we introduce the mechanism of our

model MKEAH. Given an image I and a question Q,

the goal of the KB-VQA task is to predict an answer

A, supported by knowledge of the outside world beyond

the question and answer itself. We accumulate the mul-

timodal knowledge of the triplet formation as external

knowledge and deduce the answer directly in an end-

to-end mode. Figure 2 shows a detailed illustration of

our model. We first propose MKEAH to represent Mul-

timodal Knowledge Extraction and Accumulation on

Hyperplanes. Then two losses are proposed to learn the

triplet representations from the complementary views

and ensure that our knowledge representation is suit-

able for the new hyperplane. Through the training of

both out-domain and in-domain data [7], our model

extracts a broad range of multimodal knowledge and

effectively bridges the most suitable facts to generate

accurate answers.

3.1 Hyperplane Embedding Triplet Extraction

To overcome TransE’s poor ability in establishing

reflexive, one-to-many, many-to-one or many-to-many

complex relationships and extract topic-related knowl-

edge, we propose a model that learns different distributed

representations when entities involve different relations.
As shown in Figure 2, the model MKEAH extracts

different entity- relation representations on the hyper-

planes. For a relation r, we place the relation specific

translation vector dr in the relation specific hyperplane

wr (normal vector) rather than in the same space where

the entity is embedded. Specifically, for triplets (h, r, t),

the embeddings h and t are first projected into the hy-

perplanes wr.

3.2 Hyperplane Embedding Knowledge Triplets

Representation Learning

3.2.1 Triplet Transmission Loss

We apply TransH-like target loss as structure pre-

serving constraint in multi-modal scenario, inspired by

the knowledge embedding method TransH [2]. Given an

image-question pair, let A+ and A- represent the set of

positive and negative answers, respectively. Let h⊥ and

t⊥ represent the corresponding head and tail entities

embedded in the hyperplane. We can get h⊥ and t⊥as

follow:

h⊥ = h− w⊤
r hwr,

t⊥ = t− w⊤
r twr

(1)

In the ideal case, the sum of the head entity and

the relationship representation is as close to the tail

entity as possible, if a triplet satisfies this property, we

call it golden triplet. Inspired by the evaluation method

of TransH[2], the score function we use to determines

whether a triplet is golden triplet is like:

fr (h, t) = ∥h⊥ + dr − t⊥∥22 (2)

The closer the value of fr (h, t) is to 0, the more the

triplet is an ideal golden triplet.

The certain boundary γ is used for ensuring that the

distance between positive and negative samples can ar-

rive a certain standard. Then we represent triplet trans-

mission loss as:

LTransH =
∑

t+∈A+

∑
t−∈A−

[
fr

(
h, t+

)
+ γ − fr

(
h, t−

)]
+

(3)

3.2.2 Hyperplane Embedding Triplet Consistency Loss

The triplet transmission loss has a disadvantage that,

once the absolute value of the distance between posi-

tive pairs minus the distance between negative pairs

arrives γ, the process of knowledge extraction and ac-

cumulation stops. To further push the hyperplane em-

bedding to satisfy the golden triplet structure, we ap-

ply the mean square error (MSE) criterion to push the

hyperplane embedded triplets forward the standard of

gold triplets:

Lhyper tri = MSE
(
h⊥ + r⊥, t

+
)

(4)

3.2.3 Hyperplane Embedding Semantic Consistency

Loss

Like MuKEA [17], We use semantic consistency loss

to narrow the heterogeneous gap between tail entity

and head entity and relation. In order to ensure that

the model chooses ground-truth tail, we use negative

logarithmic likelihood loss:

Lhyper sem = P
(
t+

)
= softmax

(
(T )

T
(h⊥ + dr)

)
(5)

where T in the bottom left in TT means the look-up

table and T in the upper right in TT means transpose

operation.
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Fig. 2 An overview of our model MKEAH. The model contains two modules: Hyperplane Embedding Triplet Extraction and
Hyperplane Embedding Knowledge Triplet Representation Learning. The normal hyperplane vector plays an essential role in
the transformation of knowledge representation embedding

3.2.4 Range Loss

In order to ensure that the length of the feature vec-

tor projected onto the hyperplane is kept within the

unit vector range, we convert the length constraint in-

equality ∥concat (h⊥, r⊥)∥2 ≤ 1 into a part of the loss

function:

Lrange =
∑

h,r∈A+

[
∥concat (h⊥, r⊥)∥22 − 1

]
+

(6)

3.2.5 Orthogonal Loss

In order to filter out enough topic-irrelevant infor-

mation and guarantee the translation vector dr is in

the hyperplane, we convert the orthogonality [11] con-

straint inequality
∣∣w⊤

r dr
∣∣ / ∥dr∥2 ≤ ε into a part of the

loss function:

LOrtho =
∑
r∈R

[(
w⊤

r dr
)2

∥dr∥22
− ε2

]
+

(7)

In total, the final loss is defined as:

L =LTransH + Lhyper tri + Lhyper sem

+ C (Lrange + LOrtho)
(8)

where C is a hyperparameter representing the weight of

range loss and orthogonal loss.

3.3 Knowledge accumulation and prediction

We first extract and accumulate knowledge of our

model using VQA 2.0, which filters the samples that

do not provide factual knowledge answers. Then we use

datasets from the KB-VQA tasks, such as OK-VQA

and KRVQA, to fine-adjust for model extraction and

accumulation of multimodal knowledge for more com-

plex scenarios.

In the inference phase, we want to make sure that

the predicted answer is as close to the tail entity ti⊥ as

possible in the hyperplane. Given an image and a prob-

lem, we input them into the network MKEAH and ob-

tain the embedding of header entities and relationships

in the hyperplane. We calculate the distance between

hinf + rinf and each tail entity T in the hyperplane in

the lookup table ti⊥, and select the tail entity with the

smallest distance as the predictive answer.

In order to measure the ability of the model to ex-

tract knowledge related to the topic, we put forword
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the Topic Similarity as:

q⊥ = q − w⊤
r qwr (9)

TS = mean

 ∑
h,r∈A+,q∈Q

cos (h⊥ + r⊥, q⊥)

 (10)

4 Experiments

Datasets and evaluation metrics We conduct ex-

tensive experiments on two datasets: OK-VQA and KR-

VQA. OK-VQA aims to provide diverse, difficult, and

large-scale problems that promote VQA models in rea-

soning and accumulating knowledge beyond image con-

tent. KRVQA was proposed to address annotator bias

and avoid superficial overfitting correlations between

questions and answers. KRVQA aims to cut through

the shortcut learning utilized by current deep embedded

models and push the boundaries of knowledge-based

reasoning for visual problems. We use top-1 accuracy

for a fair comparison.

4.1 Experimental Configuration

For all experiments, all models are trained on 4 NVID-

IA A100. We construct knowledge triplets using anno-

tated answers filtering out low knowledge density sam-

ples from datasets that require external knowledge. We

treat all samples in a batch with different answers from

the positive samples as negative samples for the triplet

ranking loss. Our model is trained by AdamW opti-

mizer with 300 epochs, where the batch size is 128,

and the learning rate is set to 1 × 10−5 and 1 × 10−4

in the pre-training and fine-tuning stage, respectively.

The margin is set to 1.0. The hyperparameter C is set

to 2.0.

4.2 Most advanced comparison

Comparison on OK-VQA. In Table 1, we present a

comparison of our results with state-of-the-art models.

These include approaches based on knowledge graphs,

unstructured knowledge, hybrid multi-source knowledge,

pre-training [28] with implicit knowledge, and multi-

modal knowledge. Additionally, we also compare our

results with those of traditional VQA methods.

Our MKEAH model consistently beats all current

techniques and outperforms the state-of-the-art model

by 2.12%. In contrast to most models that represent

knowledge in the original space, our model represents

knowledge embedded in the hyperplane, reducing the

interference of topic-irrelevant information on answers.

In addition, our model outperforms the pre-training

model by 12.67% because our model captures the im-

plicit association between text and image and the mul-

timodal knowledge of higher order logic rather than

the knowledge of visual and verbal first-order logic co-

occurrences in the pre-training framework. KM4 [35]

also uses multimodal knowledge to associate images

with entities in existing knowledge graphs but still lacks

knowledge of higher-order complex relationships and is

13.39% lower than MKEAH.

Comparison on KR-VQA. In Table 2, we compare

MKEAH with traditional VQA models. A “KB-not-

related” question represents only basic visual knowl-

edge, while a “KB-related” question represents fact knowl-

edge in a knowledge base. Our approach outperforms

previous models, achieving a stunning 3.24 percent im-

provement on the overall metric, compared with the

best model. MKEAH obtains 1.56% improvement on

average over the ‘KB-related’ questions, indicating that

linking low-level visual content with high-level seman-

tics also has important practical implications for visual-

only questions, MKEAH performs worse than certain

models on two-step reasoning type 3 questions because

the responses are largely relations, but MKEAH com-

monly employs factual entities as tail entities for accu-

mulation and prediction.

4.3 Model analysis and ablation

In Table 3, we evaluate the contribution of each loss

function, hyperplane embedding, triplet structures and

knowledge accumulation strategy. The OK-VQA dataset
is used in the experiment.

The impact of each loss function. In models ‘2-

6’, we evaluate the effect of each loss function on the

performance. The accuracy of removing Lhyper tri and

Lhyper sem respectively decreases by 3.40% and 4.59%

while removing LTransH results in a significant decrease

in model ‘2’. Because LTransH preserves the embed-

ded structure of the basic triplets in the hyperplane,

which has a greater impact than other loss functions.

The performance of models ‘5’ and ‘6’ is inferior to

MuKEA, which indicates the importance of Lhyper tri

and Lhyper sem for knowledge representation to adapt

to hyperplane embedding. This is because the lengths

of the feature vectors projected onto the hyperplane

are inconsistent and topic-irrelevant information is not

sufficiently filtered, which weaken the knowledge repre-

sentation ability of hyperplane feature vectors.

The impact of hyperplane embedding. In models

‘7-9’, we use the embedding of head entities, relations,

and tail entities in the hyperplane. Their performance
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Method Knowledge Resources Accurary
ArticleNet (AN)[34] Wikepedia 5.28

Q-only[34] - 14.93
BAN[10] - 25.17

BAN+AN[34] Wikepedia 25.61
BAN+KG-AUG[13] Wikepedia+ConceptNet 26.71

MUTAN[22] - 26.41
MUTAN+AN[34] Wikepedia 27.84

Mucko[23] ConceptNet 29.20
GRUC[31] ConceptNet 29.87
KM4[35] multimodal knowledge from OK-VQA 31.32

ViLBERT[12] - 31.35
LXMERT[14] - 32.04

KRISP (w/o mm pre.)[33] DBpedia+ConceptNet+VisualGenome + haspartKB 32.31
KRISP (w/ mm pre.)[33] DBpedia+ConceptNet+VisualGenome + haspartKB 38.90

ConceptBert[32] ConceptNet 33.60
Knowledge is Power[47] YAGO3 39.24

MuKEA[17] multimodal knowledge from VQA 2.0 and OK-VQA 42.59
MKEAH multimodal knowledge from VQA 2.0 and OK-VQA 44.71

Table 1 State-of-the-art comparison on OK-VQA dataset.

Method
KB-not-related KB-related

Overall
one-step two-step one-step two-step

0 1 2 3 4 5 6 2 3 4 5 6
Q-type[1] 36.19 2.78 8.21 33.18 35.97 3.66 8.06 0.09 0.00 0.18 0.06 0.33 8.12
LSTM[1] 45.98 2.79 2.75 43.26 40.67 2.62 1.72 0.43 0.00 0.52 1.65 0.74 8.81
FiLM[18] 52.42 21.35 18.50 45.23 42.36 21.32 15.44 6.27 5.48 4.37 4.41 7.19 16.89
MFH[19] 43.74 28.28 27.49 38.71 36.48 20.77 21.01 12.97 5.10 6.05 5.02 14.38 19.55
UpDn[29] 56.42 29.89 28.63 49.69 43.87 24.71 21.28 11.07 8.16 7.09 5.37 13.97 21.85
MCAN[27] 49.60 27.67 25.76 39.69 37.92 21.22 18.63 12.28 9.35 9.22 5.23 13.34 20.52

+knowldge retrieval[1] 51.32 27.14 25.69 41.23 38.86 23.25 21.15 13.59 9.84 9.24 5.51 13.89 21.30
MuKEA[17] 59.12 44.88 37.36 52.47 48.08 35.63 31.61 17.62 6.14 9.85 6.22 18.28 27.38
MKEAH 60.34 46.23 40.12 54.21 50.26 37.23 33.72 19.18 8.23 9.91 7.13 20.12 30.62

Table 2 State-of-the-art comparison on KRVQA dataset.The numbers in the third row mean different types of questions.

Method Accurary
1.MKEAH 44.71

2.w/o LTransH 27.57
3.w/o Lhyper tri 41.31
4.w/o Lhyper sem 40.12

5.w/o Lrange 42.23
6.w/o LOrtho 40.16

7.head entity w/o embedding on hyperplane 41.28
8.relation entity w/o embedding on hyperplane 41.34

9.tail entity w/o embedding on hyperplane 42.16
10.w/o h 40.92
11.w/o r 40.14

12.w/o LXMERT 34.29

Table 3 Ablation of key components in MuKEA on OK-
VQA

decrease 3.49%, 3.37%, and 2.55%, respectively. This

proves the effectiveness of hyperplane embedding to fur-

ther improve the modeling ability of the external world,

and if there is no hyperplane embedding of either head

entity or relational entity, the advantages of hyperplane

embedding will be nullified.

The effects of triplet structures. In models ‘10-11’,

We remove the head entity and the tail entity on hyper-

plane respectively. The performance drops 3.79% and

4.57% accordingly, proving the effectiveness of triplet

structure in hyperplane embedding for knowledge-based

visual question-answering tasks.

The influence of prior knowledge accumulated in

the pre-trained LXMERT.It can be seen that the

accuracy drops 10.42% without pre-training in mod-

els ‘12’. This is caused by the fact that both the head

entity and the relation representation depend on con-

textual information from pre-trained knowledge. Such

a dependence still exists in hyperplane embedding.

4.4 Validation on Topic Similarity

In Table 4, we compare our model and MuKEA on

topic similarity on OK-VQA. Our model outperforms

MuKEA by 28.55, which indicates that the ability of

our model to extract knowledge related to the topic

has been significantly improved.
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Fig. 3 Visualization of the predicted answers of MuKEA. For MKEAH, the red box in the image shows the head entity.

Method TS(Topic Similarity)
MuKEA 154.81
MKEAH 183.36

Table 4 Comparison on Topic Similarity on OK-VQA

4.5 Qualitative Analysis

From the case study in Figure 3, we conclude that our

model is interpretable by visualizing the visual informa-

tion on which the prediction is based: (1) The first line

of examples requires the model to accumulate some ex-

ternal knowledge to answer, such as “the average age of

zebras” and “whether French fries are a healthy food”,

and the model needs to construct the correct triplet

representation in order to answer the correct relevant

questions. (2) We believe that the example in the second

line requires the model to have a higher level of logi-

cal reasoning ability. For example, the model needs to

judge that the activity in the text is skiing through the

characters and environment, which itself requires some

external knowledge. Then it also needs to use external

knowledge to answer which country is more suitable

for skiing. For the model to judge whether the animal

model in the city is a real animal, it requires the ability

of the model to distinguish the real animal from the

fake animal, which also requires a more complex logical

reasoning process.

4.6 Limitation Analysis

MKEAH’s entity-relationship representation is still

conducted in public space, which results in poor per-

formance in situations where entities and relationships

have completely different semantic characteristics in the

real world, such as entities being Los Angeles and the

United States, respectively, while relationships repre-

sent geographic dependencies. In order to make a fur-

ther breakthrough in the knowledge representation abil-

ity of the knowledge-based visual question answering

network, more powerful knowledge representation meth-

ods can be studied in the following work.

5 Conclusion

This paper proposes a novel approach to represent

knowledge in KB-VQA. The proposed model, MKEAH,

extracts higher-order logical relationship between the

knowledge representation and questions and filters out

topic-irrelevant information, by applying the hyperplane.

We propose a hyperplane transformation embedding

method to represent the triplet in the multimodal knowl-

edge graph , where the head entity embedding comes

from the visual object, the tail entity embedding corre-

sponds to the ground truth, and relational embedding

represents an implicit association between the head and

tail entities. Then We propose two loss functions: range

loss and orthogonal loss, in order to help hyperplane

embedding representation learn topic-related informa-
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tion and filter topic-irrelevant information. Addition-

ally, we introduce a novel metric for evaluating the

model’s capability to extract topic-related information.

Our study further confirms the importance of knowl-

edge representation embedding methods to enhance the

ability of models to capture complex information in the

real world.

6 Acknowledgements

The work is partially supported by the National Na-

ture Science Foundation of China (No. 61976160,61906137,

61976158, 62076184, 62076182) and Shanghai Science

and Technology Plan Project (No.21DZ1204800) and

Technology research plan project of Ministry of Public

and Security (Grant No.2020JSYJD01).

References

1. Cao, Qingxing and Li, Bailin, et al, Knowledge-routed vi-
sual question reasoning: Challenges for deep representation
embedding, IEEE Transactions on Neural Networks and
Learning Systems, 33, 2758–2767(2021)

2. Wang Z, Zhang J, Feng J, et al, Knowledge graph em-
bedding by translating on hyperplanes, Proceedings of the
AAAI conference on artificial intelligence, 28(2014)

3. Zheng, Wenfeng and Yin, Lirong, et al, Knowledge base
graph embedding module design for Visual question answer-
ing model, Pattern recognition, 120, 108153, Elsevier(2021)

4. Boukhers, Zeyd and Hartmann, Timo, et al, COIN: Coun-
terfactual Image Generation for Visual Question Answering
Interpretation,MDPI,22,2245(2022)

5. Walmer, Matthew and Sikka, Karan, et al, Dual-key mul-
timodal backdoors for visual question answering, Proceed-
ings of the IEEE/CVF Conference on computer vision and
pattern recognition, 15375–15385(2022)

6. Cao, Qingxing and Li, Bailin, et al, Knowledge-routed vi-
sual question reasoning: Challenges for deep representation
embedding, IEEE Transactions on Neural Networks and
Learning Systems, 33, 2758–2767(2024)

7. Gao, Peng and Jiang, Zhengkai, et al, Dynamic fusion with
intra-and inter-modality attention flow for visual question
answering, Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition,6639–6648(2019)

8. Goyal, Yash and Khot, Teja, Govind, et al, Making the v
in vqa matter: Elevating the role of image understanding
in visual question answering, Proceedings of the IEEE con-
ference on computer vision and pattern recognition,6904–
6913(2017)

9. Liang, Weixin and Jiang, Yanhao, et al, GraphVQA:
Language-Guided Graph Neural Networks for Scene Graph
Question Answering,NAACL-HLT,79(2021)

10. Kim, Jin-Hwa and Jun, Jaehyun and Zhang, Byoung-
Tak, Bilinear attention networks, Advances in neural infor-
mation processing systems, 31(2018)

11. Ranasinghe K, Naseer M, Hayat M, et al, Orthogonal pro-
jection loss, Proceedings of the IEEE/CVF International
Conference on Computer Vision,12333-12343(2021)

12. Lu, Jiasen and Batra, Dhruv, et al, Vilbert: Pretraining
task-agnostic visiolinguistic representations for vision-and-
language tasks, Advances in neural information processing
systems,32(2019)

13. Li, Guohao andWang, Xin and Zhu, Wenwu, Boosting vi-
sual question answering with context-aware knowledge ag-
gregation, Proceedings of the 28th ACM International Con-
ference on Multimedia, 1227–1235(2020)

14. Tan, Hao and Bansal, Mohit, Lxmert: Learning cross-
modality encoder representations from transformers, arXiv
preprint arXiv:1908.07490(2019)

15. Kannan, Amar Viswanathan and Fradkin, Dmitriy, et
al, Multimodal knowledge graph for deep learning papers
and code, Proceedings of the 29th ACM International Con-
ference on Information & Knowledge Management,417–
3420(2020)

16. Nian, Fudong and Bao, Bing-Kun, et al, Multi-modal
knowledge representation learning via webly-supervised re-
lationships mining,Proceedings of the 25th ACM interna-
tional conference on Multimedia,411–419(2017)

17. Ding, Yang and Yu, Jing, et al, Mukea: Multimodal
knowledge extraction and accumulation for knowledge-
based visual question answering, Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern
Recognition, 5089–5098(2022)

18. Perez, Ethan and Strub, Florian, et al, Film: Visual rea-
soning with a general conditioning layer, Proceedings of the
AAAI Conference on Artificial Intelligence, 32(2018)

19. Yu, Zhou and Yu, Jun, et al, Beyond bilinear: Gener-
alized multimodal factorized high-order pooling for visual
question answering, IEEE transactions on neural networks
and learning systems, 29, 5947–5959(2018)

20. Kang D, Kwon H, Min J, et al, Relational em-
bedding for few-shot classification, Proceedings of the
IEEE/CVF International Conference on Computer Vision,
8822-8833(2021)

21. Mousselly-Sergieh, Hatem and Botschen, Teresa, et al,
A multimodal translation-based approach for knowledge
graph representation learning, Proceedings of the Seventh
Joint Conference on Lexical and Computational Semantics,
225–234(2018)

22. Ben-Younes, Hedi and Cadene, Rémi, Mutan: Multi-
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