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Abstract--The network traffic and its classification are crucial 

to network administration and monitoring. The extensive use 

of encryption techniques and the dynamic ports policy make it 

difficult for standard traffic classification algorithms to classify 

encrypted data. Deep learning techniques have lately been the 

subject of in-depth research for network traffic categorization. 

Unfortunately, a lot of training data is needed for these models. 

The fact that the characteristics for most traffic categorization 

algorithms must be retrieved by a specialist presents another 

difficulty. Finding the required elements that contribute to a 

better categorization using these approaches is highly laborious 

and time-consuming. In order to construct a traffic 

classification model that properly identifies traffic categories, 

this study combines the convolutional neural network (CNN), 

Teaching-Learning Based Optimization Algorithm (TLBO), 

and Self-Organizing Maps (SOM) methods. The suggested 

approach is a blend of CNN and TLBO, where CNN is an 

image-based technique that can accurately identify encrypted 

network data and TLBO is a feature selection mechanism that 

combines Self Organizing Maps (SOM). This approach is 

highly lightweight and has the ability to automatically extract 

features, choose features, and categorize encrypted network 

information. 

Keywords— Deep learning, Encrypted traffic, CNN, TLBO, 

SOM. 

I. INTRODUCTION 

Machine learning algorithms are frequently used in 

statistical feature-based approaches to categorize network 

traffic. These techniques can successfully categorize 

encrypted network data, but they necessitate manually 

designing network traffic characteristics and choosing 

suitable features through the approach of trial and error. 

Since these approaches heavily rely on the expertise of 

specialists, they not only necessitate a lot of time and effort 

to examine the data samples [1]. Even if these algorithms 

choose a small subset of the many features produced from 

the traffic data in order to classify encrypted information, 

this entails a high computational cost and the features 

derived from the data is constrained. As a result, the chosen 

feature subset for encrypted traffic categorization may not 

always be the best. A typical machine learning method, deep 

learning algorithms yield outstanding results in a wide range 

of domains, including computer vision and natural language 

processing. They can automatically learn characteristics 

from raw data. Therefore, figuring out how to use the deep 

learning algorithm to classify encrypted communication is a 

challenging task. The majority of end-to-end studies to far 

have ignored the efficiency of encrypted traffic in favor of 

alternative deep learning methods for traffic classification 

[2], [3] [4], [5]. 

In this research, we suggest an end-to-end strategy 

that uses an image-based approach to address these issues. 

In order to achieve the goal of categorizing encrypted 

network data, this technique turns the first few non-zero 

payload sizes of a session into grey pictures and uses the 

one dimensional convolution neural network (1D-CNN) 

deep learning architecture to automatically extract and pick 

features. The suggested technique merely uses the initial 

non-zero payload values of every session to categorize 

encrypted network data; therefore it can be implemented 

quickly and at little computing cost [6]. 

Deep network models that allow for the extraction 

and learning of features have greatly enhanced the 

efficiency of traffic categorization. The two biggest issues 

are the selection of reliable features and having enough data 

available for some traffic. The accuracy of network traffic 

categorization is typically hampered by these issues. Deep 

learning algorithms primarily employ an end-to-end deep 

learning-based classification approach to categorize network 

traffic, which eliminates the need for human feature 

extraction and eliminates the possibility of additional 

algorithm optimization. Meta-heuristic techniques were 

therefore employed in order to improve the algorithm and 

get around some of the issues and difficulties associated 

with deep learning. They were used for this reason: after a 

series of iterations, they employ simple procedures and 

operations to eventually arrive at an appropriate and ideal 

answer. When exploring the feature space for an ideal subset 

of features, the TLB optimization approach and one of the 

meta-heuristic algorithms work well [7]. The TLBO 

produces extremely ambitious outcomes in terms of 

exploitation, enhanced exploration, local optimum 

avoidance, and convergence in many optimization function 

forms. As a result, it is frequently employed to address 

issues in a variety of fields. 

The method described in this study can recognize 

network traffic, automatically extract characteristics, and 

address the issue of data availability. Different forms of 

traffic may be classified using our suggested approach with 

high accuracy and acceptable performance. Additionally, it 

may resolve issues with encrypted packets, dynamic 

protocols like P2P (Peer to Peer), and virtual private 

network-based protocols. As a result, the approach 

described in this research, which combines CNN, ATLBO, 

and fuzzy-SOM neural network-based clustering, can 

identify the types of applications (protocols) with high 

accuracy. 

The following are the key elements and advantages 

of the suggested method: 



• Making use of entropy variance and entropy to pre-process 

traffic data. 

• Automated feature extraction from the one-dimensional 

convolutional neural network's hidden layers (1D-CNN). 

• High classification accuracy and effective feature selection 

utilizing TLBO. 

• Clustering that uses a fuzzy-SOM to classify novel 

instances. 

The remaining sections of this paper discussed in the 

following order. A survey of the literature is conducted in 

Section 2, and Section 3 introduces the fundamental ideas of 

CNN and meta-heuristic algorithms. The suggested 

approach is described in Section 4 and Experimental results 

by comparing the approach with previous approaches in 

Section 5. The paper is concluded in Section 6. 

II. RELATED WORK 

Gil et al. [8] developed a technique to enhance the 

performance of network traffic classification using deep 

learning techniques. They employed the BP-based model for 

comparison under the same circumstances and developed a 

network applications classifying model using the Deep 

Belief Network (DBN). The results demonstrated that DBN-

based network traffic classification had a higher level of 

accuracy. Yamansavascilar et al. [9] utilizing the "ISCX 

VPN-non VPN" dataset and 111 flow characteristics with 12 

application types, 94% accuracy was attained. The primary 

drawback of these approaches is that the extraction of 

features and selection operations are carried out by 

specialists. As a result, such techniques are time-consuming, 

costly, and subject to human error. Rezaei et al. [10] 

established a broad framework for deep learning-based 

network traffic classification. Lotfollahi et al. [11] 

proposed a method for categorizing encrypted 

communications based on CNN and Stacked Auto-Encoder 

(SAE). They employed a similar number of classes and data 

instances to those in the current investigation. When using 

the CNN model to classify traffic, they achieved an 

accuracy of 94%. Wang et al. [12] suggested a 1D-CNN-

based technique for categorizing encrypted communications. 

In order to provide a final, cohesive framework for 

automatic learning of the non-linear relationship between 

the row input and the anticipated output, this technique 

includes feature extraction, feature selection, and the 

classifier. The accuracy of their solution, which used the 

"ISCX VPN-non VPN" dataset, was 92% for 12 types of 

applications. They didn't utilize enough examples of the 

dataset just a few to be able to make any firm conclusions. 

The performance of most IDSs in terms of accuracy in 

classification and training time has been impacted by the 

rise in the amount of audit data characteristics. This research 

suggests using the TLBO approach to resolve this problem 

through a quick and precise optimization procedure that can 

enhance IDS's capacity for locating the best detecting model 

based on Machine Learning. Rao and Patel [13]. The 

mechanical design problems posed by the TLBO approach 

do not require any user-defined parameters during the 

optimization phase. The results showed that TLBO 

performed better than Particle Evolutionary Swarm 

Optimization, Artificial Bee Colony (ABC), and cultural 

Differential Evolution when this unique approach was 

evaluated on several benchmark functions (DE). Das and 

Padhy [14] examined the potential for combining data from 

several commodities futures indexes derived through multi-

cut crossover to apply an unique TLBO method to the 

selection of appropriate data points for an SVM regression 

model of financial time-series data (MCX). Compared to the 

standard SVM, the suggested hybrid SVM-TLBO model 

seems to have been more successful in locating the ideal 

parameters based on the experimental findings. Nayak et al. 

[15] built a matrix of solutions for each objective of a multi-

objective TLBO. The best answer offered in the optimal 

solution which is the primary criterion used in TLBO to pick 

teachers, and learners are only instructed to maximize that 

goal. To create a set of ideal solutions, all the potential 

answers in the solution space are sorted. 

When combined with the 1D-CNN, TLBO, and SMO 

algorithms, our suggested strategy significantly increased 

accuracy on the same dataset when compared to previous 

work on the "ISCX VPN-non VPN" dataset. 

III. CONVOLUTIONAL NEURAL NETWORK AND TEACHING-

LEARNING BASED OPTIMIZATION ALGORITHM 

Convolutional neural networks (CNN) and the Teaching-

Learning Based Optimization algorithm (TLBO) principles 

are discussed in this part. 

A. Convolutional Network Theory 

The convolutional neural networks algorithm is one of 

the most widely used deep learning techniques (CNNs). An 

input layer, an output layer, and a number of hidden layers 

make up a CNN. Convolutional, pooling, and fully 

connected layers are the three main types of layers that 

make up a CNN. In general, CNNs are tiered neural 

networks in which numerous fully connected layers are built 

after the convolutional and pooling layers are alternatively 

organized. There are three benefits to doing a convolution 

process. [16] Every feature map that uses a weight sharing 

technique has a significantly smaller number of parameters, 

a local connection that learns the relationships between 

nearby pixels, and immutability and stability over object 

substitution. The amount of parameters and the size of the 

feature map may both be decreased by using a pooling layer, 

which is often placed after the convolutional layers. The 

network's output may then be represented as a vector with a 

specific size thanks to completely linked layers. We think 

that this approach is the best choice for categorizing 

network traffic. The findings supported this assertion and 

demonstrated the effectiveness of 1D-CNN for extracting 

features from network traffic categorization. 

 

B. Teaching Learning Based Optimization Concept 

The teacher (the best solution) communicates his 

knowledge with the students (the population of solutions), 

and his effectiveness as a teacher has an impact on the 

students' grades in TLBO [17], which replicates the 

influence of instructors on students in a traditional school 

learning process (fitness values). There are two primary 

phases to the TLBO learning process: The best answer is 

chosen as the teacher in the first phase, and the mean of the 

student positions is computed and moved in favor of the 

teacher's position. The new student position is then 

determined as follows: 
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knowledge. 
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 The option with the higher fitness value is chosen 

if both are technically possible. 

 The viable solution is chosen if one is possible 

while the other is impractical. 

 The option with the least amount of the feasibility 
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impractical. 
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learner is modified in the following ways: 

ai
(t+1)

= ai
t
+r(ai

t
 – aj

t
) if f(ai

t
) < f(ai

t
)                                  (

ai
(t+1)

= ai
t
+r(aj

t
 – ai

t
)    (3) 

By requiring no particular parameters, the authors 

demonstrated that TLBO is an algorithm-specific parameter-

less algorithm. The authors used many constrained 

benchmark functions and mechanical design problems to 

demonstrate the effectiveness of TLBO by comparing it to 

Multi-membered Evolutionary Strategy (M-ES) [18], 

Particle Evolutionary Swarm Optimization (PESO) [19], 

Cultural Differential Evolution (CDE) [20], Co-evolutionary 

Differential Evolution (CoDE) [21], and Artificial Bee 

Colony (ABC) [22]. The TLBO results generally exceeded 

the opposition. 

 
 

Fig. 1. TLBO Pseudo code 

IV. PROPOSED METHOD 

Deep learning and a meta-heuristic algorithm are used in 

a novel method for categorizing network traffic that is 

described. Figure depicts the suggested technique in broad 

terms. The four steps of the suggested technique are listed 

below. 1-The first step is to preprocess the communication 

flows using entropy and entropy variance.2-Secondly 1D-

CNN-based automated feature extraction. 3- Use of the 

TLBO meta-heuristic method for effective feature selection. 

4- Classification of new instances using a hybrid fuzzy-

SOM-based clustering. Each step is thoroughly described. 

In order to normalize and standardize the data, 

preprocessing is done to the dataset. By computing the 

entropy of the collected statistical feature values, one may 

identify the data in a flow that is prone to error. Over time, a 

flow with a low entropy characteristic is likely to have 

redundant patterns. In other words, this flow's pattern is 

more consistent and is an excellent choice for the training 

phase. 

 
Fig. 2. Framework of Proposed Traffic Classification Mechanism 

One of the most widely used deep learning feature 

extraction methods is the CNN. The processed data are then 

passed to a CNN in the following phase to extract features 

for this reason. The suggested approach works using an 

estimating model that applies the grid search algorithm to 

calculate estimates of the amount of neurons, the number of 

training iterations, and other CNN parameters. Two 

convolutional layers, two pooling layers, and five fully 

linked layers make up the CNN model used in this work. 

The final classification layers are fully connected layers, in 

which the output features are determined by dividing the 

input feature vector by the completely connected weight 

matrix. The output of this stage is made up of a number of 

new combinational features that need to be retrieved from 

the convolutional network structure's hidden layers. 

 

Relevant characteristics must be eliminated during the 

feature selection step in order to improve classification 

performance. In order to maximize classification 

performance and locate the ideal feature set, TLBO was 

employed in this study as the search method. In order to 

choose the best features and get around the data problem, it 

looked helpful to apply Teaching Learning based 

optimization meta-heuristic methods. After the features 

were extracted, a high-accuracy optimum set of the feature 

sets was discovered using the TLBO meta-heuristic method. 



This step results in a feature set that is highly accurate in 

classifying traffic. 

Unsupervised neural network with few parameters and 

neurons grouped in a same network structure. An n-

dimensional weight vector exists for each neuron. The input 

layer's weight vectors are connected to the output layer, also 

known as the map or competition layer, by weight vectors 

(synapses). The proximity function links the neurons 

together. Each input layer activates a winning cell neuron 

inside the output layer based on which input layers share the 

greatest similarities. The most significant distinction 

between the SOM optimization technique and other vector 

measuring techniques is that, in addition to updating the 

weight of the winner cell's neighbor cells, the SOM training 

algorithm also updates the weight of the specific 

transmission weight with the highest adaptation (the winner 

cell). The values of the retrieved features are initially sorted 

into k groups using clustering in the SOM network, an 

unsupervised learning network, depending on the training 

data. In accordance with protocol settings, each flow's label 

is simultaneously known (UDP, HTTPS, etc.). The initial 

value of k is set to k = 6, but when more clusters are added, 

the partitioning of flow instance based on feature similarity 

improves. As a result, it is anticipated that the suggested 

approach will become more accurate. 

 

V. EXPERIMENTAL RESULTS 

The suggested method's accuracy was compared to that 

of previous approaches [8], [9], and [11] using the "ISCX 

VPN-non VPN" dataset. 

TABLE I. COMPARISON OF PROPOSED MECHANISM WITH 

PREVIOUS APPROACHES 

S.No Method Accuracy 

1 Decision tree[14] 92 

2 KNN[15] 94 

3 CNN,SAE[17] 94 

4 CNN-TLBO(Proposed) 97 

 

Table 1 compares the suggested approach to various 

methods that target the "ISCX VPN-non VPN" dataset in 

broad terms. Comparing the suggested strategy to both ML 

and DL approaches, it achieved a greater accuracy. Since 

the deep learning network performs feature extraction 

automatically, numerous features may be produced that are 

worthless in accuracy and potentially increase 

computational cost and time. 

 

VI. CONCLUSION 

To automatically choose attributes and precisely 

categorize network traffic, a deep learning and evolutionary 

algorithm-based approach was suggested. The suggested 

approach makes use of genetic algorithms to choose the best 

characteristics and identify the best solution, cutting down 

on both execution time and computing cost. The goal of this 

approach, which combines CNN, TLBO, and SOM, is to 

properly categorize network traffic irrespective of the size of 

the training data. The suggested technique may identify an 

optimum training strategy to categorize network traffic with 

great accuracy by fusing an evolutionary algorithm with 

neural networks. On the "ISCX VPN-non-VPN" dataset, the 

findings demonstrated that the recommended strategy 

performed better than all comparable strategies. 
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