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ABSTRACT

The Internet of Things (IoT) has become one of the world’s most
prominent technologies. In many essential fields of life, it provides
great solutions for humanity. IoT refers to a set of sensors or objects
in a certain environment with the ability to communicate without
human intervention through the internet. Some of the applications
in those fields are critical and don’t tolerate faults which means
that in certain cases the service have to be continuously delivered
despite the system failure. This paper examines the concept of
resilience in the context of IoT. Indeed, in order to understand the
issues related to the Internet of Things, we present a state of the
art of IoT resilience mechanisms. This paper describes techniques
and methods used to enhance the resilience of IoT infrastructure
in each layer. Finally, this state of the art allows us to identify the
prerequisites and the insufficiencies of these solutions and to begin
to analyze the potential improvements including the proposal of an
architecture that implements the resilience mechanisms in 4 levels
of the five-level IoT architecture and assures an overall resilient
system.
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1 INTRODUCTION

Industry 4.0 is a term that refers to the fourth world industrial
revolution. Cloud, Big data, Blockchain, Artificial intelligence and
IoT are part of the technologies that led to the emergence of the 4.0
industry.

The IoT being one of the components of the industry 4.0 has
invaded today the daily life of the users and become more and more
important and in some way indispensable.

Indeed, today we use many communicating objects in our every-
day life. We are surrounded by these devices that can communicate
with their environment and exchange data, which offer us more
and more services facilitating our activities, and with which we
interact frequently.

One of the most popular applications for a wide audience is
certainly the smart home or "intelligent building", with its many
communicating objects that will offer new home automation ser-
vices, for better control of equipment and optimal use of the energy.

Major challenges for IoT, as mentioned in [1], is to be able to
manage technological heterogeneity across multiple adminis-
trative domains and object standards coupled with a multitude of
application needs and uses in terms of security services. Knowing
that these needs can evolve over time depending on the context
and preferences. Another challenge is the presence of objects with
constrained resources like energy, that would cause the disrup-
tion of the service and threatens resilience.

IoT is used in fields where faults are not accepted, like the medical
field. Indeed, doctors relay more and more on the connected health
accessories that promote home hospitalization and reduce the risk
of medical error. In this case availability is a fundamental need that
should be guaranteed in the IoT architecture.

Previously we talk rather about dependability which is, accord-
ing to [2], the ability of a system to avoid failures in critical services
taking into consideration the fact that the system can fail. This
definition is suitable for the IoT applications where faults may lead
to system failure. However resilience is, in addition to the effect
of dependability, the fact of delivering continuously the expected
service in spite of the failure of the system, by changing the config-
uration of the system or decreasing the amount of resources used
to deliver the service.

Resilience mechanisms are approaches and techniques that en-
able facing those challenges and adapting the configuration of the
system to its current state and ensure that the service is contin-
uously delivered no matter what happens; in addition resilience
fulfill other dependability goals through delivering a reliable and
trustworthy service as well as scanning the vulnerabilities and per-
forming continuous security event monitoring. Many resilience
mechanisms were designed and proposed in the literature and or-
ganised into categories such as fault prevention, elimination of
faults, Prediction of faults and Fault Tolerance as discussed in [3].

This paper is motivated by the future requirements of IoT ar-
chitectures to ensure resilience. In this paper, we present some
methods and techniques that have already been implemented or
suggested by the literature in order to improve the resilience of the
IoT infrastructure in different fields such as Smart cities [4], 5G-IoT
[5], Wireless Networks [6], etc.

The paper is organized as follows. In Section 2 we introduce
the generic meaning of resilience in information technology as
well as service degradation to ensure a continuous delivery of the
service with lower performance or quality. In Section 3, we present
the evolution of the IoT architecture and its different parts and
components. In Section 4 we review several available remarkable
methods to improve the resilience in the IoT architecture from the
literature and we classify them according to certain measures based
on the architectures illustrated in Section 3, then we propose a new
IoT architecture for the smart home scenario that meets the key
resilience requirements of IoT systems. Finally, we conclude this
paper in Section 5.

2 RESILIENCE IN INFORMATION
TECHNOLOGY

In this section, we define resilience in the context of information
technology, its aspects, its principles and how to achieve it.



2.1 Generic Meaning

We can define the resilience as the ability of a system to continue
to operate even in the case of a failure, intentional or unintentional
incident, and/or extreme solicitation [7].

In information technology the resilience is the ability of the
system to deliver the expected service continuously even when
the regular procedure failed or was interrupted. In this case, the
meaning of resilience imply also the ability to restore the regular
procedure as well as the ability to change the procedure in case of
risk and adapt it to the current situation of the system.

Authors Bjorck, Henkel, Stirna and Zdravkovic state that "The
notion of continuously, means that the ability to deliver the in-
tended outcome should be working even when regular delivery
mechanisms have failed, during a crisis and after a security breach.
The notion also denotes the ability to restore the regular delivery
mechanisms after such events as well as the ability to continuously
change or modify these delivery mechanisms if needed in the face
of changing risks" [7].

2.2 Aspects of Resilience

There are five aspects of resilience, as discussed in [7]:

(1) Objective: The ability of the system to deliver the expected
outcome (or "business value" as mentioned in the paper) even
in presence of faults.

(2) Intention: create systems in such a way that they have the
property of being fail-safe. It means that during the design of
the system, the kind of failure that could happen should be
taken into consideration and methods to face those failures
should be predefined.

(3) Approach: The security should be part of the system and not
added after the design of system.

(4) Architecture: It would be better to design an architecture
with multiple security levels in order to allow for partial
failure so that the system would always be able to deliver
the service.

(5) Scope: consider the system as an interconnected environ-
ment because the network is a source of resilience (multi-
path for example).

Those aspects show how resilience can be approached.

2.3 Basic Resilience Mechanisms

Means to attain dependability were presented in the literature [8]
and the aspects of resilience to offer a resilient middle-ware for
the IoT architecture were implemented [3]. We reformulated both
definitions to get a new definition for the four main mechanisms
to ensure resilience:

(1) Fault prevention means to prevent the appearance, occur-
rence or introduction of faults in the system. It is usually
achieved through redundancy.

(2) Fault tolerance means to avoid service failures in the pres-
ence of faults. It tries to hide the occurrence of faults and to
continue to provide the requested service despite their occur-
rence. Handled via the deploying of the basic functionalities
of the system in redundant components.

(3) Fault removal [8] or fault elimination [3] means to reduce the
presence (the number and severity) of faults. This method
operates both during development (verification of condi-
tions, regression test, injection of faults, etc.) or during use
(maintenance).

(4) Fault forecasting [3] or prediction of faults [8] means to esti-
mate the present number, the future incidence, and the likely
consequences of faults. It seeks to estimate (qualitatively and
quantitatively) the occurrence and consequences of faults. It
is realized by the modeling and evaluation of systems.

In some researches, like in [3] we find new mechanisms such
as Failure management which aims to reduce the duration of the
failures that cannot be avoided, or that was not anticipated. A
resilient system should guarantee the delivery of the expected
service as long as possible, even after failure.

2.4 Resilience and degradation of service in IoT

24.1 Resilience in loT. Resilience of the system defined in Figure
1 includes the capability 1) to resist external perturbing events
and internal failures 2) to recover smoothly and re-enter a stable
state 3) to adapt its structure and behavior to constant changes [9].
There are also concepts [10], where a service is allowed to "degrade”
e.g. deliver only a part of its functionality or displays decreased
performance to to prevent the denial-of-service.

2.4.2  Degradation of service. means, according to [11], that instead
of failing, the quality of the service degrades to a lower one. There
are two approaches here: 1) Designing a variant of the service which
is easier to compute and deliver to the user; or 2) Delivering only
the important features of the service and dropping the unimportant
traffic. In [12] it is called "degraded service mode", and it means that
"Critical applications such as healthcare and emergency response
must continue to operate meaningfully (at least in a degraded ser-
vice mode) despite cloud and connectivity disruptions”. Indeed,
performance can range from 0% to 100%, where 100% means no
degradation in service and 0% means no service is available, so if
we design mechanisms that allow to decrease the performance and
the amount of resources needed for the delivery of the service in
case of faults occurrence or system failure but ensure the delivery
of the critical features of the service, we can ensure that the service
is continuously delivered to the end-user.

/ _/ Reliability \

/]

[ Safety

\ ) [~ "'.:I'Jependab\'h'ty\
-~ Resilience
Security /[ | Iy

/' Trustability )

‘ Model >| Architect>| Design >| Engineer >
\ Kemal A, Delic Jan 7U|J

Figure 1: Resilience IoT Defined [9].
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3 10T ARCHITECTURES

In this section, the focus will be on the evolution of the IoT archi-
tecture, and how it has in one way or another contributed to the
improvement of resilience. We chose to analyse three IoT architec-
tures: three-, four- and five-level architecture.

3.1 Three-Layer Architecture

According to many researchers [13-15], the IoT primarily operates
on three layers which are the Perception, Network, and the Appli-
cation layer. Figure 2 shows the basic three layer architecture of IoT
and demonstrates the technologies and components in each layer.
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Figure 2: Three-Level Architecture [16].

3.1.1  Perception Layer. The perception layer or "Sensors" layer in
IoT. The aim of this layer is to use sensors to collect data from the
environment. This layer acquires, captures, treats, and transmits
data from sensors to the communication layer.

3.1.2  Network Layer. This layer serves the role of data routing and
transmission over the Internet to various IoT hubs and components.
On this layer, Internet gateways, switching and routing components
etc. operate to provide heterogeneous network services by using
some of the latest technologies such as WiFi, LTE, Bluetooth, 3
G, Zigbee, etc. The network gateways act as a mediator between
different IoT nodes by aggregating, filtering and transmitting data
from and to various sensors.

3.1.3  Application Layer. The application layer guarantees that the
data is accurate, complete and confidential. The aim of IoT, which
is to build intelligent environments, is achieved in this layer. It
includes protocols and interfaces used by devices to identify and
communicate with each other.

3.2 Four-Layer Architecture

In this architecture one additional layer was added, which is the
support layer between the perception layer and the network layer
[17] as shown in figure 3, in order to separate the intelligent opera-
tions and the data processing from the management of the applica-
tions implemented in the IoT infrastructure (which is handled by
the application layer).
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Figure 3: Four-Level Architecture [17].

3.3 Five-Layer Architecture

Figure 4 shows an improved IoT architecture with one more addi-
tional layer that is the processing layer, called by some researchers
"Aggregation layer" as in [18]. It coordinates information process-
ing, and converts the data into a standard format. Large data sets are
analyzed, stored and processed. It can use servers, cloud computing

and tools for large data processing.
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Figure 4: Five-Level Architecture [19].

4 SOLUTIONS ENABLING RESILIENCE -
RELATED WORK

In this section we define criterias according to which we group the
approaches of making IoT application more resilient as well as the
category of each mechanism.

4.1 Specification of the Grouping Criteria

We chose to group the resilience mechanism in the IoT architecture
in terms of the requirements in each layer.

4.1.1 Perception Layer (or sensing layer). The routing protocol
is a key element to ensure resilience, because it allows for each
object (sensor or actuator) to decide how to attach another object.
Moreover, the placement of the object is as well important in order
to achieve fault-tolerance.



4.1.2  Transport Layer. In this level we rather talk about the com-
munication between the planes of the architecture (for example data
plane, control plane, ...etc). There should be many possible paths
between the different planes in order to achieve the availability of
the service.

4.1.3 Processing Layer. This layer manages the interactions be-
tween restricted devices and cloud services that provide user appli-
cations with analytics, data storage, and support. If the communi-
cation between those two parts of the IoT architecture is lost then
it will not be possible to deliver the service anymore. That’s why
it is important to check the mechanisms that may guarantee the
resilience at this level.

4.1.4  Application Layer. In this layer the resilience concerns the
Virtual Networks of the Cloud Infrastructure, the survivability of
the Virtual Links with respect to the Substrate Network as men-
tioned in [20] as well as virtual machines with the services running
on them.

We can also work on a categorization of the mechanisms using
categories, indicated in [8], such as "compensation’, "recovery",
"diagnosis", "fault prevention" and specific security measures. In

the following we explain the meaning of each category.

(1) Compensation: this is a fault masking mechanism that con-
sists on detecting the error and handling the fault so that it
wouldn’t be visible to the end-user.

(2) Recovery: called also self-repair or self-healing and it means
that the configuration of the system (routing paths, defected
components) changes dynamically in case of failure in order
to continuously deliver the service.

(3) Fault diagnosis and removal: it consists on diagnosing the
fault(s) that caused the system failure, it means figuring out
the kind of faults that occured, and correcting them.

(4) Fault prevention: means to predict the errors and faults that
may occur in the system and design mechanisms to face
them.

4.2 Related work

Table 1 shows some resilience mechanisms in the literature grouped
by architecture layer for the reasons presented in the section 4.1.
Even though we chose to work on the five-layer IoT architecture,
we will only treat four layers in terms of resilience. Although,
the technologies evolve continuously, the business logic is usually
reused as it is. That’s why it would be better not to implement
resilience mechanisms in the business layer.

The Perception layer Group [21-24] has proposed improvements
directly in the physical infrastructure which enables communi-
cation between smart objects. In general, these works suggested
methods for topology control to provide fault tolerance through
the placement of a smart device, or by using the communication
infrastructure to provide alternate and simultaneous routing routes.

A set of mechanisms focusing on the communication process
between the perception layer and the upper layers, to allow contin-
uous exchange of messages and consequently continuous delivery
of the service are proposed in [25-28]. In this context, the function-
alities of the Software Defined Networking (SDN) are exploited in

order to enhance the resilience in the communication layer and the
whole IoT architecture.

A middleware is so important in the IoT architecture. Indeed, it
acts as a bond (adaptation layer) joining the heterogeneous domains
of applications communicating over heterogeneous interfaces [29]
and provides consequently abstraction to applications from the
things. In order to make the processing layer, or the middleware
layer, more resilient some researchers like in [3, 12] have designed
a middleware that integrate resilience mechanisms (fault-tolerance,
fault avoidance and fault management).

The application layer group of works [20, 30] focused on the
exploitation of the capabilities of the Substrate Network in order
to achieve the survivability of the Virtual Links. However [31]
focused more about the multi-domain aspect and the congestion
phenomenon.

The works discussed focused on a single layer of the IoT ar-
chitecture which leaves the other layers vulnerable. More general
solutions were also proposed in the form of IoT architectures to try
to handle the IoT complexity.

In the next section we present a smart home scenario and we
propose a resilient four layer architecture for this scenario using
the mechanisms described in this section.

4.3 Smart Home scenario

The smart home is a promise of comfort and security. Opening a
lock with a smartphone or remotely viewing what happens in his
house seemed utopian a short time ago. Nowadays the smart home
has not only become a reality, but has also gained a growing share
of the population since its first appearance. In a Smart Home, data
is collected from sensors deployed in random positions most of
the time. In order to process the data and make smart decisions,
given the resource constraints of the Smart Objects, the gathered
data has to be sent to the Cloud, where particular services per-
form an analysis of the activities in the home. In this context we
raise the question of home resiliency when a component (from
perception-, transport-, processing- or application-layer) becomes
unavailable.The smart home is showed by figure 5.
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Figure 5: Smart Home.



Table 1: Mechanisms to improve Resilience in IoT Architecture

Category

Mechanism

‘ Description

Perception Layer

Fault prevention,
Recovery

RPL as the routing protocol for
low power and lossy networks
(LLNs) [21]

Review of many implementations of RPL-based routing protocols, which
is considered as the best routing protocol for IoT. RPL is considered as
a resilient mechanism since it ensures optimal communication between
every day’s objects by taking into account constraints such as low power
and unstable communications. It offers efficient topology repair, and
and a multi-path routing approach where nodes use multiple parents
and transmit their data across all the available links, so that if one parent
node is defected another one is used and the service is not disrupted.

Fault prevention

An optimized two-phase ap-
proach with the objective of
maximizing network connectiv-
ity [22]

An optimized two-phase approach! in order to maximize the network
connectivity, which is necessary to achieve network resilience.

Fault prevention

The coexistence of the two
structures: RPL routing and
IEEE 802.15.4 MAC [23]

Modification of the cluster-tree operation of IEEE 802.15.4 to support
RPL DODAG to offer the possibility for the traffic to be equally dis-
tributed between all the possible parent nodes and not only the best one.
That improves the network lifetime and avoid quick energy depletion
which ensures the resilience of the architecture.

Fault prevention

Two approximation algorithms
to achieve diverse levels of fault-
tolerance [24]

Implementation of two approximation algorithms to optimize the Relay
node placement in order to achieve fault-tolerance and resilience in
Heterogeneous Wireless Sensor Networks.

Transport Layer

Fault prevention

FatTire (Fault Tolerating Regu-
lar Expressions) [25]

Implementation of a new programming language that specifies the
routing path while ensuring resilience thanks to regular expressions.

Fault prevention

Five Nines of Southbound Re-
liability in Software-Defined
Networks[26]

Exploit the SDN approach by designing reliable south- bound interfaces
between nodes and controllers. The developed algorithm analyzes the
existing network topologies in order to ensure resilience and indicates
the number of controllers that should be used in the architecture, where
to place them and What nodes must be connected to each controller.

Fault prevention

Plinko [27]

Building large Forwarding Tables and routing algorithm to ensure
resiliency against link failure.

Fault prevention

Algorithms to improve the con-
nection between control and
forwarding planes in SDN [28]

An algorithm is proposed to improve the resilience of the connection
between control and forwarding planes in SDN. The algorithm specifies
where to place the controllers in the topology.

Fault Masking

Redundancy [32]

The study showed that redundancy can mask hardware, software, and
network component failures by preventing it from turning visible to
the end-users.

Processing/Middleware Layer

Fault prevention,
Recovery,
Compensation,

Fault diagnosis and re-
moval

CHARIOT: Goal-driven Orches-
tration Middleware for Resilient
IoT Systems [3]

Failure avoidance is mainly achieved via redundancy or replication
mechanisms. CHARIOT-ML supports functionality replication using
four different redundancy patterns.

Continued on next page

IThe first phase utilizes some geometrical structures (namely MST, DT, and Steiner tree) to construct a backbone of RNs that connect all WSN sectors and finds a finite set of
candidate locations for more RNs to be deployed in the second phase. The second phase deploys the remaining RNs in some of the candidate locations with the objective of
maximizing connectivity of the network; this is carried out by solving a relaxed SDP



Table 1 — Continued from previous page

Category

Mechanism

Description

CHARIOT achieves failure management by minimizing downtime due
to failures that cannot be avoided thanks to the sense-plan-act loop. In
other terms, the system learns from the previous failures that happened
and try to find a configuration that lessen it in the future.

Fault prevention,
Recovery,
Compensation,

Fault diagnosis and re-
moval

Ride: A Resilient IoT Data Ex-
change Middleware Leveraging
SDN and Edge Cloud Resources

(12]

Ride Data Collection (Ride-C): configures resilient IoT publisher-to-data
exchange event collection flows. It tracks and adapts to local or cloud
failures and determines whether further processing should occur at the
cloud or edge.

Ride Data Dissemination (Ride-D): uses an unmodified cloud data ex-
change when possible or resilience-enhanced edge alerting during peri-
ods of cloud connection instability [12].

Fault prevention,
Recovery,
Compensation,

Fault diagnosis and re-
moval

SORRIR: A Resilient Self-
organizing Middleware for IoT
Applications [33]

A middleware that faces the challenges of the IoT applications through-
out its lifecycle. It takes into consideration the size of the IoT system,
critical aspects, Latency-critical applications and the heterogeneity of
the IoT lanscape components.

Application Layer

Fault prevention

SiMPLE (Survivability in Muti-
Path Link Embedding) [20]

Presenting an approach that consider node failure as a set of multiple
adjacent link failures and exploit the capabilities of the Substrate Net-
work in order to achieve the survivability of the Virtual Links using
less backup bandwidth.

Fault prevention

Virtual network embedding
strategies [34]

This paper compares the virtual network strategies in terms of rejection
rate. Indeed, minimising the reject rate of virtual network requests
increase the availability of the service and consequently improves the
resilience of the service.

Fault prevention

SVNE: Survivable Virtual Net-
work Embedding Algorithms
for Network Virtualization [30]

Provides solutions for the SVNE problem which improve the resilience
of the Virtual Links and minimize the impact of the failures. The solution
is based on linear programming modules.

Recovery,
Compensation,

Fault diagnosis and re-
moval

Reconciling the Overlay and Un-
derlay Tussle [31]

Present a new model for the communication in multi-domain networks
in order to achieve stability. It ensures resilience via congestion avoid-
ance and even adaptation with the congestion situation by returning to
a stable state.

Fault diagnosis and re-
moval

IoT Application for Fault Diag-
nosis and Prediction in Eleva-
tors [35]

The fault diagnosis can be achieved with a software tool in the applica-
tion level, this software is able to determine and show the fault to the
user.




4.4 Proposed Architecture

To satisfy the requirements of the scenario described in Section 4.3
while guaranteeing a high resilience level in all the layers of the
IoT architecture (Five-Layer Architecture presented in section 3.3)
we propose the new IoT architecture described on Figure 6. The
proposed architecture has five layers, but the resilience mechanisms
will be implemented only in four layers (perception, communica-
tion, middleware and application layer) because, as mentioned in
section 4, the technologies evolve continuously but the business
logic is usually reused as it is. That’s why it would be better not
to implement resilience mechanisms in the business layer that rep-
resents the business model and data that’s been received from the
application layer [36]. Furthermore the possibility of having more
than one instance per layer (redundancy) is a key feature of the
architecture. In the remaining of this section, we will discuss in
detail each layer’s components and their interactions; in addition,
we will highlight possible mechanisms that could be applied to
enhance each layer’s resilience.

4.4.1 Perception layer. The architecture’s lower layer deals with
the physical devices in the smart house. These devices, are smart
objects that allow data collection and reaction to specific situations.
The problem in this level is that the devices are limited from the
performance point of view. Connected devices are often distributed
in space and their environment context is dynamic and composite
[37]. As shown by [21], RPL is the best routing protocol for IoT. It
ensures optimal communication between the smart objects consid-
ering constraints such as low power and unstable communications
of those devices. The coexistence of the two structures : RPL routing
and IEEE 802.15.4 MAC [23] would be a good solution to equally
distribute the traffic between the different parent nodes.

4.4.2 Communication layer. Composed essentially by "Gateways"
which are defined in the literature [38] as an important component
bridging sensing domain and network domain. Plinko [27] is a
good solution to ensure resiliency against link failure. In addition
software-defined networking (SDN) has many capabilities that can
be exploited in order to ensure resilience [28]. Replication [32] is
always a good way to avoid the disruption of service through the
duplication of resources.

4.4.3 Middleware layer. This layer provides seamless integration
of IoT-built devices and data. According to [39] it includes common
functionalities and abstraction mechanisms that surround devel-
opers and users with the information of the IoT infrastructure to
promote communication between these actors. For this purpose
CHARIOT [3] was designed, it is a middleware able to fulfill those
requirements and ensure resilience in this level using different
redundancy patterns.

4.4.4  Application layer. The management of applications and ser-
vices that support the Smart Home is achieved in the application
layer. In our architecture we suggested a congestion avoidance
unit that implements a new communication model that deals with
multi-domain networks [31], and a virtual network manager that
minimizes the reject rate of virtual network requests which in-
creases the availability of the service and consequently improves
the resilience of the system [34].
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Figure 6: Proposed Resilient IoT Architecture for smart
home

5 CONCLUSION

Individuals and organizations are increasingly deploying and using
IoT applications in several fields, and some of those fields, such
as health applications, mobility and energy, do not tolerate faults
and system failures. In this paper, a survey about the resilience
techniques and approaches was made. In addition, the different
IoT architectures were presented and a new five-layers IoT archi-
tecture that implements the resilience mechanisms in every layer
was proposed. It implements the resilience mechanisms in all the
10T layers which ensures resilient infrastructure, communications,
data processing and applications. The proposed architecture takes
into consideration the smart home scenario and meets the key re-
silience requirements of IoT systems. This topic requires further
research particularly as more devices and services are continuously
integrated into the IoT systems.
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