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Abstract. Begun in 1988, malware detection continues to be a challenging re-

search topic in this epoch of technology. The exponential rise of IoT devices and 

its consumers has parallelly increased the number of security breaches in recent 

times, posing a major security concern. Research studies in malware detection 

analysis have proved that both dynamic and static analyses are time-consuming, 

inefficient and ineffective to detect novel malware signatures. The cybercrimi-

nals make use of evasive techniques like polymorphism and code obfuscation to 

alter the malware behavior rapidly and bypass malware detection. To counter-

measure the cyber-attacks, machine learning algorithms (MLA’s) have come into 

the picture. The feature learning technique used by MLA’s to detect novel mal-

ware signatures turns out to be time-consuming. To bypass the feature engineer-

ing phase, we introduce the deep learning methodologies such as long short-term 

memory (LSTM) and convolutional neural networks (CNN). We made use of the        

binary malware datasets to train the algorithms, and once the malwares are         

detected they are classified and categorized into their respective malware families 

by means of deep image processing techniques. The results obtained in this paper        

showcases the Brightside of the deep learning architectures by outperforming the 

machine learning algorithms.  

Keywords: Malware detection, deep learning, machine learning, cybercrime, 

image processing. 

1 Introduction 

The twentieth century has witnessed a sheer dominance of the information society posing a 

major security concern. With the revolution lead by the information society, the production 

of IoT devices got amplified along with the increasing number of users. These billions of 

IoT devices generate an enormous amount of data, paving a path to data breaches. Since the 

mainstream users stand unaware of the default security settings in their devices the cyber-

criminals utilize the vulnerabilities to attack the devices with various malware and steal con-

fidential data to obtain financial gains [1]. Malware is simply a code engendered by cyber-

criminals to launch cyber-attacks and gain unauthorized access to various devices in a net-

work. It has numerous variants like trojan, worm, ransomware, command and control bot, 

adware, virus and spyware [2]. Malware 
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detection remains an unremitting process until the malware authors stop developing 

novel evasion techniques. 

 

1.1 Research Background 

The inception of anti-virus software happened in 1987, to detect the existence of the 

first malware. Signature-based detection remained to be the foremost technique used in 

the anti-virus software to understand the behavior of the malware files. The signature-

based detection techniques evidenced to be ineffective to detect novel malware signa-

tures, as they failed to bypass malware evasion techniques like stegosploit, code obfus-

cation, and code encryption [3]. To reverse engineer the novel malware signatures, the 

signature-based detection technique requires deep domain-level knowledge which is 

time-consuming. 

 

 To countermeasure the malware evasion techniques, security researchers introduced 

machine learning algorithms to detect and categorize malware into their respective fam-

ilies. The machine learning algorithms (MLA’s) employ the domain level engineering 

and feature selection approaches to generate a separating plane between malware files 

and benign files.[4]-[5]. The features employed by MLA’s are attained from dynamic 

and static analysis. If a code is inspected during execution, it falls into the class of 

dynamic analysis and if the same code is examined without execution it falls into the 

class of static analysis. When compared, dynamic analysis outperformed static analysis 

in distinguishing benign and malware signatures but has issues in time complexity. 

 

 For a machine learning algorithm to be successful, it requires rigorous training under 

various patterns of malware. Moreover, MLA’s evidenced fading of outputs when enor-

mous data is dumped whereas deep learning seizures novel patterns and generates a 

relation with the longstanding patterns to attain better performance and results [6]. The 

lack of efficiency and accuracy in MLAS’s inspired the current research paper to ex-

plore the deep learning algorithms and propose an efficient architecture for malware 

detection. 

1.2 Deep Learning Architectures 

Artificial intelligence acts as the fountainhead for deep learning and machine learning 

architectures, as it has analogous functionalities that of a human brain. In this epoch of 

technology, the IoT devices generate huge amount of data and machine learning algo-

rithms require domain level knowledge to preprocess the data and track down the mal-

ware. The deep learning architectures such as recurrent neural network (RNN) and con-

volution neural network, possess the competence to understand and process data in 

large amounts unlike machine learning algorithms [6]. 

 

 In this paper, we are using deep learning algorithms such as CNN for geospatial data 

and long short-term memory (LSTM) to detect, classify and categorize malwares into 

their respective malware families. 
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2 Implementation Methodology 

In this paper, we implement several deep learning methodologies such as deep static 

analysis, deep image processing technique and proposed architecture for detecting ma-

licious malware binaries. 

 

2.1 Detection of malware binaries using deep learning methodology 

The efficiency of specific machine learning algorithms such as Support vector  machine 

(SVM) algorithm[13], Random forest, Decision Tree, Naive Bayes (NB), Logistic Re-

gression, K-Nearest Neighbours (KNN) is evaluated along with two deep learning al-

gorithms. The below figure 1 depicts the working mechanism of the deep learning ar-

chitecture used for splitting benign and malware binaries.[9] 

 

Fig. 1. Deep learning methodology for splitting benevolent and malicious malware binaries. 

Initially, the dataset comprising both benign and malware binaries is uploaded where 

both raw bytes and domain level features are extracted from the dataset. The domain 

level features such as file name, file size, hashes, MD5 checksum, etc are forwarded to 

the traditional MLA’s for malware classification and detection. In a parallel method, 

the raw bytes are subjected to the deep learning methodologies for detecting, classifying 

and categorizing malware binaries [5]. The voting methodology adopts both algorithms 

and finally classifies the binaries into two classes namely benign and malware. The 

detected malwares are categorized into respective malware families using deep image 

processing technique dependent on deep learning methodology. 
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2.2 Categorization of detected malware using Deep image processing 

technique dependent on deep learning methodology 

The CNN alongside LSTM [16] form a hybrid pipeline to categorize malwares based 

on image processing technique [7]. In this paper we use visualization for categorizing 

malware into their respective families by evading the feature engineering segment. Un-

like static analysis, the image processing technique uses raw bytes of information which 

makes it faster and added to that it can completely evade the execution phase [8] and 

[9]. The proposed image processing technique is compatible with malwares derived 

from various operating systems like windows, Linux, Android, etc. The below figure 2 

portray the deep image processing technique.[9] 

 

 
 

Fig. 2. Deep learning architecture based on image processing. 

The malware binaries in the dataset exhibit three colors namely black, white and gray [17]. The 

black, white colors in the grayscale image portray 0 and 255 respectively. Malware binaries with 

transitional shades of gray fall in between [0-255]. If the image comprises only black color it 

means that the grayscale image holds only 0’s in it and if the image is subjected to white color it 

portrays that the majority part of the image comprises the number 255 [7]. 
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Description of Dataset.  

In this paper, we used maling dataset which comprises 9,339 malware signatures categorized in 

25 different families. For training and testing the dataset we have separated the dataset into two 

sections.[11] The primary segment comprises 80% of malware data, used for training the dataset 

and the subsequent segment comprises the remaining 20% of the malware data for testing the 

malware binaries [9]. The two parts of the dataset comprise malwares signatures. Initially the 

data was existing in the format of malware binaries later these were converted into matrix format 

i.e. 8-bit unsigned integer. As discussed above, these matrices are visualized as a picture or gray-

scale image. After visualizing the picture in a 2D matrix it is transformed into a 1D vector form 

which results in the formation of a 1024 sized array [9]. 

3 Proposed Architecture – DLMDN 

An outline of our proposed architecture DeepLearningMalwareDetectionNetwork   

(DLMDN) is depicted in Figure 3. The proposed framework has a sequential procedure 

partitioned into five steps, to detect the malwares [9],[10]. 

Fig. 3. Proposed architecture-DLMDN 
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Initially the collected data from the malimg dataset is partitioned using. Exe parser [3] 

and in the subsequent step the malware samples are subjected to pre-processing. To 

distinguish between the benevolent and malicious malware binaries the pre-processed 

data is progressed to a voting methodology based on machine learning and deep learn-

ing algorithms.[12] 

 

As shown in the above figure, the detected malware is continuously monitored. Using 

the deep image processing technique, the detected malwares obtained in the binary for-

mat are transformed into matrix format i.e. 8-bit unsigned integer [14]. These unsigned 

8-bit integers are visualized as greyscale images in a 2D matrix which is converted into 

1-D vector format resulting in a 1024 sized array. Upon thorough training, these mal-

wares are categorized into their respective malware families [15].   

4 Results 

The results obtained in this paper showcases the Brightside of the deep learning archi-

tectures by outperforming the machine learning algorithms. As shown in the below fig-

ure 4, the convolutional neural network (CNN) algorithm has surpassed many MLA’s 

algorithms such as Support Vector Machine (SVM), Naive Bayes, Decision-tree, etc. 

 

Fig. 4. Accuracy graph of MLA and Deep learning algorithms. 
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The convolutional neural network (CNN) has gained the uppermost accuracy rate 

amongst all algorithms in detecting malware samples. The superlative algorithm for 

detecting novel malware signatures is determined by assessing major factors like accu-

racy rate of detection, precision, recalling factor and F-score. Below table 1 depicts the 

obtained results for malware detection. 

Table 1. Detailed Test results 

5 Conclusion 

We conclude the paper by proposing a novel framework called DLMDN for evaluating 

both the MLA’s and deep learning methodologies. The proposed framework has a se-

quential procedure partitioned into five steps, to detect the malwares. It consists of col-

lecting raw malware samples, parsing the data, pre-processing, detecting and catego-

rizing the malware into respective malware families. The categorization of malwares is 

performed by image processing technique. This paper has proved the supremacy of 

deep learning methodologies over MLA’s in terms of accuracy for detection of novel 

malwares, precision rate, recalling factor and F-score.  

 

 

Algorithms 

 

Accuracy (%) 

 

Precision (%) 

              

Recall (%) 

                     

F-Score (%) 

     

SVM 86.87 86.77 86.80 86.79 

KNN 84.50 84.49 84.55 84.52 

Naive Bayes 72.75 72.70 72.79 72.77 

Decision 

Tree 

77.00 77.10 76.35 77.26 

Logistic 

Regression 

83.62 83.65 83.70 83.68 

Random 

Forest 

84.87 84.90 84.87 84.86 

CNN 87.50 87.49 87.51 87.50 

LSTM 83.36 83.38 83.35 83.34 
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