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ABSTRACT

Background: Convolutional neutral network (CNN) is widely used in the classification of brain cancer types and many architectures of the CNN have been developed. Comparisons of various architectures on a specific clinical task is essential.

Objective: This study aims to compare a deep transfer learning model with AlexNet and GoogleNet architectures for brain tumor classification on the T1-w magnetic resonance imaging (MRI) images.

Material and Methods: The comparison of the AlexNet and the GoogleNet architectures was implemented on the T1-w MRI images with three tumor types: glioma, meningioma and pituitary. The total images were 3,064 consisted of 1,426 gliomas, 708 meningiomas, and 930 pituitaries. 80% of datasets were for training and 20% of datasets were for testing.

Results: It is found that the accuracies for the AlexNet is 94.6% and for the GoogleNet is 92%. The sensitivity, specificity, precision and recall for the AlexNet are 94%, 95.2%, 94.6% and 46.9%, respectively. While sensitivity, specificity, precision and recall for the GoogleNet are 96.3%, 96.8%, 87.3% and 45.9%, respectively.
Conclusion: Comparison of the AlexNet and the GoogleNet architectures to classify tree types of brain tumors from T1-w MRI images has been performed. It is found that the both architectures produce accuracies more than 90%. However, the AlexNet architecture is superior compared to the GoogleNet architecture.
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1. Introduction

A convolutional neural network (CNN) is one of the image processing techniques widely used in medical image analysis. The CNN is inspired by the performance of the human brain that can distinguish various objects by visualizing them [1]. The CNN has a good performance in classifying images [2]. Previous studies showed that the accuracy of the CNN reached 99.9% for diagnosing breast cancer [3], 99.6% for classification of cataract [4], 98.7% for the classification of brain tumors (Deepak and Ameer, 2019), and 91.28% for classification of meningioma tumors, gliomas, and pituitary tumors [6].

Many models have been developed for the CNN, such as AlexNet, GoogleNet, ResNet, InceptionV3, CapsNet, etc. Classification of 5 classes of degenerative, inflammatory, normal, cerebrovascular and neoplastic brain diseases had been performed using various models with different accuracies, i.e., 84.11% for AlexNet, 90.65% for ResNet18, 91.39% for ResNet34 and 96.26% for ResNet50 [7]. The InceptionV3 had been used and distinguished between benign and malignant kidney tumors on CT images [8]. The CapsNet or classification of three types of tumors gets an accuracy of 90.89% [9].
The performance of the CNN with a large dataset certainly need length of image processing time. Therefore, there is a need for an approach to accelerate the processing time. One approach is by implementation of the transfer learning (TL). The TL approach has been proven to achieve outstanding classification performance with an accuracy rate of 97.86% for brain disorders and 91.37% for breast cancer [10, 11, 3].

The classifications of brain cancer types using CNN applications are widely explored [6, 9, 12]. The main purpose of brain cancer classification is to obtain clinical information about the presence, location, and type of tumor. The important information be used for the correct diagnosis and treatment [13]. Although many models had been performed, however their evaluations are sometime performed on each individual architecture separately from other architectures. Comparison various architectures of the CNN in classification of brain tumor types for the same datasets is essential. Therefore, the purpose of this study is to compare the classification system of the AlexNet and the GoogleNet to classify types of meningioma brain tumors, meningiomas, and pituitary tumors from the magnetic resonance imaging (MRI).

2. Materials and Methods

2.1 Dataset

T1-w brain MRI datasets were obtained from Nanfang Hospital, Guangzhou, China, and General Hospital, Tianjing Medical University, China, from 2005 to 2010. The datasets were freely obtained from the link: https://github.com/chengjun583/brainTumorRetrieval. The total image data was 3064 slices from 233 patients, containing 708 meningiomas, 1426 gliomas, and 930 pituitary tumors. The images had a resolution of 512 × 512 pixels with a size of every pixel was 0.49 × 0.49 mm². The thickness of every slice was 6 mm and the slit gap was 1 mm [6].
The datasets were provided in the MATLAB data format. Each file stored variables that contain data information:

- `cjdata.label`: 1 for meningioma, 2 for glioma, 3 for pituitary tumors
- `cjdata.PID`: patient ID
- `cjdata.image`: image data
- `cjdata.tumorBorder`: vector that stores discrete point coordinates at the tumor boundary.
- `cjdata.tumorMask`: binary image with 1s showing the tumor region

Each original image was resized from $512 \times 512$ to $224 \times 224$ with three different kernels, so that it became $224 \times 224 \times 3$.

### 2.2 Deep transfer learning

Two architectures of the AlexNet and the GoogleNet will be examined and compared in this study. The transfer learning (TL) was used to improve the CNN model with two architectures. This TL technique was expected to speed up training time and improve accuracy. The TL method took fully connectivity (FC) as an image representation with two node Softmax layers and classification layers [7]. Other parameters of the original model were preserved and used as initializations. The entire structure was then divided into two parts: the pre-training network and the transferred network [14]. The scheme of the deep TL with AlexNet and GoogleNet architecture is shown in Figures 1 and 2. The difference between the AlexNet and the Googlenet was the layers used. The AlexNet had 25 layers while the GoogleNet had 22 layers. Another difference was indicated by the inception module on the GoogleNet while the AlexNet did not have it.
Figure 1. AlexNet architecture.
Figure 2. GoogleNet architecture.
2.3 Identification process

This study compared classification systems of brain tumor types on MRI images based on the AlexNet and the GoogleNet architectures with the TL approach. The stages in this study can be seen in Figure 3.

![Figure 3. A block diagram representation of classification using the AlexNet and the GoogleNet architectures.](image)

The training was conducted using a TL approach using stochastic gradient derivatives with batch size 128, momentum 0.9 and weight decay 0.0005. The training was conducted with a learning rate of 0.0001. Network training was carried out around 30 epochs. The image was processed in convolution with the AlexNet and the GoogleNet architectures to obtain accuracy values in image processing. In the training process, augmentation techniques were given in an effort to improve validation and better accuracy [15, 16]. A classification model used the Softmax function to get more than one class of output. While the layer classification function was governed by default to define the output class of the trained image.

80% datasets were for training and 20% datasets were for testing. Classification performance evaluation was measured and displayed in confusion matrix. The representation of confusion matrix performance measurement was divided into six parts: accuracy, error rate, sensitivity, specificity, precision and recall. Parameters were tabulated in Table 1.
In this study, the Acer Swift-3 Laptop with Windows 10 Ori 64-bit operating system and with the Intel® core ™ i3-7020U RAM 20GB, 256GB SSD and Graphics Processing Unit NVIDIA ™ GeForce MX 150M type with 2.3 GHz computing capability were used. Comparison was implemented in MATLAB 2019b.

Table 1. Performance parameters, formula and evaluation focus of each parameter.

<table>
<thead>
<tr>
<th>Performance parameter</th>
<th>Formula</th>
<th>Evaluation focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>$\sum_{i=1}^{l} \frac{TP_i + TN_i}{TP_i + FP_i + TN_i + FN_i}$</td>
<td>Measures the ratio of correct predictions to the total number of instances evaluated.</td>
</tr>
<tr>
<td>Error rate</td>
<td>$\sum_{i=1}^{l} \frac{FP_i + FN_i}{TP_i + FP_i + TN_i + FN_i}$</td>
<td>Measures the ratio of incorrect predictions to the total number of instances evaluated.</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>$\sum_{i=1}^{l} \frac{TP_i}{TN_i + FP_i}$</td>
<td>Measures the fraction of positive patterns that are correctly classified</td>
</tr>
<tr>
<td>Specificity</td>
<td>$\sum_{i=1}^{l} \frac{TN_i}{TP_i + FN_i}$</td>
<td>Measures the fraction of negative patterns that are correctly classified.</td>
</tr>
<tr>
<td>Precision</td>
<td>$\sum_{i=1}^{l} \frac{TP_i}{TP_i + FP_i}$</td>
<td>Measures the positive patterns that are correctly predicted from the total predicted patterns in a positive class.</td>
</tr>
<tr>
<td>Recall</td>
<td>$\sum_{i=1}^{l} \frac{TP_i}{TP_i + TN_i}$</td>
<td>Measures the fraction of positive patterns that are correctly classified</td>
</tr>
</tbody>
</table>

Where $TP$ is true positive, $FP$ is false negative, $TN$ is true negative and $FN$ is false negative.

3. Results

The training times to complete 30 epochs with an iteration of 214 per epoch are 21 hours 30 minutes 10 seconds for the AlexNet and 48 hours 58 minutes 57 seconds for the GoogleNet.
3.1 Training process

Figure 4 shows the performance of the classification model during training for the AlexNet architecture. Figure 4(a) shows the graph of validation accuracy during training. The blue line is the classification model training and the dashed black line is the validation of the classification model. Figure 4(b) shows a graph of validation errors during training. The orange line is the classification model error and the dashed black line is the validation of the classification model error. In the training process, the AlexNet model achieves 94.55% validation accuracy and 5.45% error validation.

Figure 5 shows the performance of the classification model during training for the GoogleNet architecture. Figure 5(a) shows the graph of validation accuracy during training, and Figure 5(b) shows a graph of validation errors during training. In the training process, the GoogleNet model achieves 91.99% validation accuracy and 8.01% error validation.

Figure 4. Classification results of the TL model with the AlexNet architecture. (a) validation accuracy and (b) loss validation.
Figure 5. Classification results of the TL model with the GoogleNet architecture. (a) validation accuracy and (b) loss validation.

3.2 Performance classification

The results of the confusion matrix are shown in Figure 6. The performance results of the confusion matrix classification show a summary of predictions made by the model, where each row represents the actual class and each column represents the prediction class. From the confusion matrices Figure 6, performance of measurement parameters in terms of accuracy, error rate, sensitivity, specificity, precision, and recall for the AlexNet and the GoogleNet architectures are tabulated in Table 2.

Table 1. The results of the performances for the AlexNet and GoogleNet architectures.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Error rate</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>94.6%</td>
<td>5.4%</td>
<td>94%</td>
<td>95.2%</td>
<td>94.6%</td>
<td>46.9%</td>
</tr>
<tr>
<td>GoogleNet</td>
<td>92%</td>
<td>8%</td>
<td>96.3%</td>
<td>96.8%</td>
<td>87.3%</td>
<td>45.9%</td>
</tr>
</tbody>
</table>
Figure 6. Confusion matrix classification model results. The first column of the first row indicates true positive. The second row of the second column and the third row of the third column indicates true negative. The first row of the second and third columns and the second row of the third column show false positivity. Rows to the first two columns and rows to three of the first and second columns indicate false negatives. (a) Results of AlexNet architecture, and (b) Results of GoogleNet architecture.

4. Discussion

This study presents a comparison of the deep TL model of the AlexNet and GoogleNet architectures for the identification of three brain tumor types: gliomas, meningiomas and pituitary on T1-w MRI images from 3,064 MRI images. Augmentation techniques are applied to increase dataset size and increase accuracy. The augmentation technique applied is reflection and rotation on the X and Y axes.

The results showed that the Alexnet and the GoogleNet architectures result the accuracy rates of 94.6% and 92% for the Alexnet and GoogleNet architectures, respectively. In addition, training time for the AlexNet is faster than the GoogleNet. Therefore, AlexNet is considered superior in the brain tumor type classification compared to the GoogleNet.

Several studies [6, 9, 12] related to the model for automatically brain cancer types from T1-w MRI images are tabulated in Table 3. It shows that the AlexNet and GoogleNet are superior
compared to Intensity Histogram, GLCM, BOW, Deep Learning CNN, and CapsNets. However, these comparisons are from different datasets. Comparisons for more models and architectures in the same datasets will be performed in a further study.

Table 2. Comparisons of classification studies for brain cancer.

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheng et al. [6]</td>
<td>2015</td>
<td>Intensity Histogram</td>
<td>87.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GLCM</td>
<td>89.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BOW</td>
<td>91.3%</td>
</tr>
<tr>
<td>Paul et al. [12]</td>
<td>2017</td>
<td>Deep Learning CNN</td>
<td>91.4%</td>
</tr>
<tr>
<td>Afshar et al. [9]</td>
<td>2018</td>
<td>CapsNets</td>
<td>90.9%</td>
</tr>
<tr>
<td>This study</td>
<td>2020</td>
<td>AlexNet</td>
<td>94.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GoogleNet</td>
<td>92.0%</td>
</tr>
</tbody>
</table>

The AlexNet and GoogleNet achieved a higher accuracy than the previous models. This is because the transfer learning (TL) feature was added to the last three layers as replacement layers in the AlexNet and GoogleNet architectures. This is necessary because TL can improve the training process in one domain by transferring information from related domains by taking fully connectivity (FC) as an image representation with two Softmax layer nodes and a classification layer.

5. Conclusion

This research presents a comparison of the AlexNet and the GoogleNet architectures for automatic classification of brain cancer types from T1-w MRI images with deep TL models. Three types of brain tumors are glioma, meningioma and pituitary. According to the results of the performance of the classification system, this model has reached an accuracy value of 94.6% for AlexNet and 92% for GoogleNet.
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