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Abstract

Model-driven methods are gaining momentum in the industry to develop software intensive systems. To be effective in quality and efficient in productivity, they require a strong toolchain with seamless automation. The DevOps approach can help reach this by unifying software development and operations with a strong focus on automation and monitoring. The aim of this short paper is to review automation tasks that are specific to a model-driven context and to classify them according to a typical DevOps lifecycle covering design, code, testing, deployment and runtime activities. Tasks are identified based on different industry use cases experienced in our research centre or reported in the literature. Some challenges are identified and discussed, especially related to the use of bots in a model-driven context.
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1 Introduction

Engineering has been relying on modelling for quite a long time in many disciplines such as construction, electronics or aeronautics. It has widely proven capabilities to abstract and reason on real world artefacts at design time. However, its adoption is still in progress in the areas of software development (MDD - Model-Driven Development) [22] and system engineering (i.e. MBSE - Model-Based System Engineering) [11]. A common cause is the difficulty to face the problem of switching from a rigid document-based culture to a more dynamic model-based culture [15]. The latter relies on standardised and widely adopted modelling languages like SysML at system level, UML for software and also increasingly on Domain Specific
Languages (DSLs). Their visual syntax ease design and communication activities while their semantics enable automation.

Automation is crucial for the success of such methods because the cost of extra modelling activities must be regained on later activities, especially testing and bug fixing which can amount to a large ratio of the project budget. In addition to model-level verification and validation activities, the automated generation of artefacts is advised to get the most out of the modelling effort and to avoid introducing new flaws due to manual coding tasks.

Over the past few years DevOps has emerged as a strong way to bridge the gap between Development (Dev) and Operations (Ops) by emphasizing communication and collaboration, continuous integration, quality assurance, and delivery with automated deployment utilizing a set of development practices [12]. It provides a reference framework for organising a systematic pipeline of tool supported activities ensuring both continuous development (CD) and integration (CI). Different specialisations have emerged such as DevSecOps which focuses on security activities [16] and, of interest here, ModDevOps that strongly advocates abstraction, automation, and monitoring at all steps of system construction [10]. Figure 1 illustrates the latter on the standard infinite loop used to depict the continuous DevOps lifecycle.

A DevOps pipeline is highly automated so that the teams can focus on the value-added activities and on collaboration, especially across the Development and Operations borders. A number of tasks can be fully automated and operated by so called “bots” which are triggered by user commands or events, typical examples are nightly builds including non-regression testing or the scan of commits for detecting and reporting some possible flaws early. The exact definition of a bot is...
still emerging and empirical study has identified important characteristics such as autonomy, intelligent processing, and a tight integration [7].

In the scope of this paper, we are interested by identifying and classifying candidate tasks for automation in the context of MDD. We carry out our analysis by using the (Mod)DevOps as reference architecture for comparison and classification even though it might not be the actual implementation.

The methodology followed is based on the gathering and analysis of a number of case studies from our own experience and from the literature. At this stage of our research, we do not claim to be exhaustive and did not apply a systematic mapping survey approach. We rather confronted cases from a variety of domains with different focus (e.g. new system vs modernisation/enterprise architecture) and various kinds of requirements (including safety/security critical) in order to discuss specific DevOps support for MDD including the use of bots.

This paper is structured as follows. First, Section 2 reminds about standard DevOps automation before Section 3 surveys more specific automation related to MBSE. It is followed by a discussion in Section 4 which also highlight key challenges in connection with the use of bots. Finally, Section 5 draws some conclusions and identifies our future work.

2 Standard DevOps Automation

The focus of this paper is not to identify standard automation activities in DevOps. However, this section reminds about them in order to set the background so we can exclude them from the specific tasks targeting modelling or possibly state how they (inter)relate, e.g. as refinement or support.

![Standard DevOps pipeline with typical tools](image)

Figure 2: Standard DevOps pipeline with typical tools

A DevOps infrastructure can involve a variety of tools at each phase as depicted in Figure 2. Those tools can be deployed on premises and/or in the Cloud. The
outer communication layer is also a key for the successful operation by enabling communication through teams across the lifecycle, for example through collaborative chat platforms such as Slack or Mattermost. DevOps automation can be bounded to specific static rules such as nightly builds but is also supported by more flexible and dynamic agent called “bots” which can act as a bridge between the collaboration and the DevOps tools. The interaction with such bots can occur through chat commands posted in a channel of the collaboration tool and later acts to perform specific tasks [14]. A bot act autonomously with a level of human control and supervision to check the outcome either directly (e.g. direct answer for a real-time query) or through some dashboards (e.g. successful build process).

Scenarios can cover the whole lifecycle, for example: [21]

- **Proactive Planning**: create new user stories in sprint planning tools, assign them, update sprints and product backlogs.
- **Build and Continuous Integration**: execute on-demand or daily/nightly build jobs and report back statistics.
- **Continuous Deployment**: perform deployments across environments, rollback deployments in case of failure, perform status checks or post-deployment actions such as VM restarts.
- **Infrastructure Provisioning and Configuration Management**: launch jobs to provision infrastructure or application environments. Enable monitoring and restarting services and servers.
- **Continuous Monitoring/Feedback**: gather application statistics and health status, perform analytics to feed a dashboard.

## 3 DevOps Automation for MDD

In this section, we first review automation needs. Then, we survey and classify existing practices in the scope of model-driven development. This includes some MBSE connectivity at the requirements and design phases (i.e in the DevOps plan step).

### 3.1 MDD Automation Needs

**Dev phase** - Figure 3 depicts a classical V-shaped model-driven development. The figure shows that the model becomes a central artefact. Efficient support to all model related activities in this phase is critical to ensure the expected productivity gain. The idea is to invest more in analysis to reduce the testing effort and the need to correct flaws and bugs discovered later in development or even in operations. Model related activities can be classified in model analysis and model transformation.

Standard model analysis needs are to:
• assess model quality issues related to its relation with requirements (e.g. uncovered/missing/flawed requirements). This triggers iterative clarification between requirements and design models.

• performing traceability analysis and impact assessment across a model for different purposes, e.g. change request or refactoring.

• early model verification and validation: depending on the degree of formalisation, it can range from estimating some timing behaviours in a functional block model to formal verification of specific safety invariant (e.g. in B).

• possibly performing model animation if the model captures the dynamic behaviour in order to ease the model validation prior to more detailed design and development steps.

Model transformation is typically used to automatically generate the following artefacts from the model and thus achieve substantial productivity gains:

• standard lifecycle documents, previously produced manually in a document-oriented approach, e.g. design document, test plans, documents to support a certification process.

• test suites using a model-based testing approach.

• more refined models, closer to the code, e.g. in the B method.

• code, either stubs (from a structural model) or executable code (from a behavioural model).

**Ops phase** - Although less specific, MDD can extend into the operations
phase, especially to achieve the following tasks:

- runtime monitoring of specific properties used as assumption for the correct operation of the system related to the environment including user behaviour or execution platform performance/responsiveness. This does not apply to critical requirements but helps to provision adequate and more dynamic response, especially in a DevOps cycle. Code monitors can be generated for this purpose.
- seamless runtime update and reconfiguration of the system relying on a deployment model shared between the DevOps platform and the application itself.

3.2 Survey of Automation Practices in MDD

To conduct our survey, we identified a number of case studies related to our MDD/MBSE activities with industrial partners or through reported use of such activities although we did not implement a systematic mapping study. Our goal was to achieve a decent coverage of a variety of application domains (automotive, space, logistics, railways...) and DevOps practices. Our search was limited to the past 5 past years and used keywords such as MBSE, automation, continuous integration, DevOps, bots and case study.

The following raw observations can be formulated:

- SysML and UML are widely reported as modeling framework. SysML is even more cited than UML probably because the whole software-based system is usually modelled.
- Most of the reported automation activities relate to the Dev part while the few activities reported in Ops are quite standard (configuration management and monitoring).
- Most model-related activities are reported with a bigger focus on model analysis and traceability rather than model transformation (not many references to test and code generation).
- The pipeline seems rather static with manual triggers and few reported use of bot technology except in two cases. The first (case 7) is in railways and stands out against other safety-critical applications: bots explicitly used to synchronise requirements templates, generate documents and automated builds [13]. The second (case 8) is related to security management, a domain with a specific variant called DevSecOps [16]. Note also a few cases cover security requirements.
- Our survey involves mainly large organisations known to be less agile and more subject to work in silos.
### Table 1: Survey of Automation Practices in MDD

<table>
<thead>
<tr>
<th>#</th>
<th>Year</th>
<th>Domain</th>
<th>Companies</th>
<th>Scope</th>
<th>Languages</th>
<th>Dev automation</th>
<th>Ops automation</th>
<th>Tooling</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2017</td>
<td>Space</td>
<td>fictional cubesat</td>
<td>SysML, CONOPS</td>
<td>stereotype (semi-automation), dependency matrix, simulation</td>
<td>N/A</td>
<td>MagicDraw</td>
<td>[8]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2017</td>
<td>Logistics</td>
<td>LWN sea crane</td>
<td>SysML, UML</td>
<td>reuse, optimisation</td>
<td>N/A</td>
<td>Architect</td>
<td>[23]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2017</td>
<td>Telecom</td>
<td>US gov radar (modernisation)</td>
<td>UML, SysML, dataflow, CONOPS</td>
<td>traceability, consistency checks, system risk analysis, model publication</td>
<td>N/A</td>
<td>DOORS, DSM, Radiant web UI</td>
<td></td>
<td>[4]</td>
</tr>
<tr>
<td>4</td>
<td>2017</td>
<td>Space</td>
<td>NASA, ESA, DARPA small satellite systems</td>
<td>SysML</td>
<td>viewpoints, rules</td>
<td>N/A</td>
<td>N/A</td>
<td>[1]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2019</td>
<td>Railways</td>
<td>infrabel business system</td>
<td>EA/BPMN</td>
<td>Model quality</td>
<td>KPI monitoring</td>
<td>Sparx EA</td>
<td>[17]</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2019</td>
<td>Automotive</td>
<td>General Motors dynamic models</td>
<td>Test generation</td>
<td>N/A</td>
<td>CARLA, VIRES</td>
<td></td>
<td>[6]</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2020</td>
<td>Manufacturing</td>
<td>Christian Doppler Lab</td>
<td>code generation</td>
<td>N/A</td>
<td>deployment scripts</td>
<td>N/A</td>
<td>[3]</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2021</td>
<td>Railways</td>
<td>D-Bahn transp. system</td>
<td>reqbot, docgen, simulation</td>
<td>N/A</td>
<td>Capella, gitlab CI, jupyter</td>
<td></td>
<td>[13]</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2021</td>
<td>Manufacturing &amp; logistics</td>
<td>ABB, FAGOR control systems</td>
<td>automated test gen for attacks, code checking</td>
<td>config of trace monitor</td>
<td>Uppaal</td>
<td></td>
<td>[19]</td>
<td></td>
</tr>
</tbody>
</table>

### 4 Discussion

#### 4.1 Bots for DevOps Collaboration

The reported use of MDD is mainly in large organisations which tend to have dedicated departments dealing with the functional, safety and/or security dimensions, often in a wider engineering context. Consequently, DevOps collaboration means may be hindered by the mandatory use of corporate channels which may still be partly document-based. In early adoption phase of modelling, its extend may be limited to the functional dimension and rely on document flows for connecting with other departments, e.g. safety.

This explains that the use of bots is limited to focused activities such as model analysis at design stage (detecting quality issues, synchronisation with requirements management, etc.) or at collaboration boundaries using document generation. A
prerequisite to a wider adoption is to make sure the model is truly accessible across departments, so each department can start developing its own viewpoints as mentioned in [1] and move to co-engineering practices [18]. Many modelling environments incorporate communication inside modelling tools for reviewing purposes (e.g. TEAMS for Capella, PostMania for Visual Paradigm). Such channels can also be used to interact with bots or by bots to report detected issues. In such a setting, bots can play the role of virtual modelling assistants or real-time model reviewers, resulting in a continuous feedback on the model quality [2].

4.2 Bot support for Dev to/from Ops Transitions

Our study highlights a focus on model design and transitioning to code/test and less on operations. This is confirmed in [3] which stresses the need for better support especially for cyber-physical systems. For Dev-to-Ops, virtual environments should be available for system level testing, standard deployments procedures should also be available and work in a similar way. For Ops-to-Dev, the monitoring should be supported by adequate descriptive runtime models easing the link back to the design model for enabling analysis and triggering possible evolution. This requires adequate languages for connecting runtime models back to design models, for the specification of indicators and identifying the information collection needs. A prerequisite is to make sure the pipeline is model-aware [9]. Complex monitors might also evolve from dedicated components to model generated or configured components based on a domain specific analysis enriched with runtime data, like threat models and vulnerability databases in cybersecurity. At this point, bots can be efficient to perform semantic reconciliation and impact analysis of design-time models with runtime data [2]. Conversely digital twins can also be analysed for deviation or kept synchronised using runtime bots.

4.3 Bots for more Incremental Processes

Many investigated domains are subject to certification constraints, mostly related to safety and increasingly cybersecurity. DevOps automation and specialised bots can support evidence gathering and document generation required by certification. The incremental approach is especially useful for supporting the need of fast update deployment, especially in response to cyberthreats [5].

5 Conclusion and Perspectives

This paper performed an overall survey of automation needs and practices for MDD using a DevOps approach. Although not exhaustive, our current analysis is consistent with other published works. It highlighted interesting directions to deepen our survey and further research in this area. We plan to extend our survey to better characterise the bot support for MBSE, especially from the operations phase.
We will also confront it with another mapping study in a wider scope [20]. There are many opportunities to introduce more bots in MDD inside modelling environments or in connection with runtime monitoring and data processing. The use of machine learning techniques can also help to improve and ease the performance of various diagnostics.

References


