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Abstract: To aid the high-level path-planning decisions of a 
mobile robot, it has to know not just where it is, but also to 
identify the type and specifics of that place. Customarily, a 
deep-learning model such as a convolutional neural network 
(CNN) is trained to classify the location from a video stream. 
However, a neural network requires fine-tuning and is limited 
by the closed-set constraint. Following an extensive research 
review, the aim was to fine-tune an existing system and extend 
the set of classes it was trained on. The CNN used for feature 
extraction has been augmented with machine learning (ML) 
models which have extended the classification and helped to 
overcome uncertainties from images showing features of 
multiple classes. The augmented system outperforms the 
neural network by correctly classifying 90% of images instead 
of only 78%. 
Keywords: place categorization, neural networks, machine 
learning, support vector machines, mobile robotics. 
 

1. INTRODUCTION 
 

Mobile service robots, that act in complex indoor and 
outdoor environments alongside humans, need to gain 
understanding of their surroundings that exceeds basic 
obstacle-avoidance and autonomous navigation (Sunderhauf 
et al. 2016). By acquiring knowledge of the environment this 
way, the robot is better qualified to make appropriate high-
level decisions when interacting with a person by modulating 
its behaviour accordingly.  

A CNN is a highly regarded method of extracting 
information from an image and was used in (Khan et al. 2017) 
for feature extraction and (Pronobis and Jensfelt 2012) and 
(Sunderhauf et al. 2016) for place categorization and semantic 
mapping. The paper by Sunderhauf et al. provided the 
foundation for this thesis.  

At the core of a CNN are the convolutional layers and 
their parameters, that consist of a set of learnable filters or 
kernels with a small receptive field that extend through the full 
depth of the input volume (RGB channels of the input image). 
During the forward pass the cross-correlation, meaning the dot 
product between the filter and the input, is computed, 
resulting in a stack of 2-dimensional activation maps. The 
architecture of the Places205 neural network used by 
Sunderhauf et al. is akin to the popular AlexNet. 

Following classical machine learning theory (Bishop 2016), 
three ML models were then trained to enable fine-tuning of 
the system and allow classification of places not known to the 
CNN. 

 

2. PROBLEM DESCRIPTION 
 

In the work of Sunderhauf et al. the likelihood values 
computed by the CNN for the expected places are used as final 
results and simple top-1 classification amongst them was 
done. The extraction of the values held by the neurons in the 

softmax layer that only correspond to the set of expected 
places leads to an inherent information loss and does not 
resemble proper fine-tuning. This work instead builds on the 
results from the CNN to create data sets that are then used to 
train the ML models. It therefore provides the following 
contributions: 

 
1. The application of a state-of-the-art CNN for 

classification is shown. 
2. A naive Bayes filter (NBF), a multinomial logistic 

regression (MLR) model and a support vector 
machine (SVM) were trained and used for fine-
tuning and to extend the set of classes. 

3. The system was lastly tested in indoor environments 
and the “digital factory” of the university. 

 

3. MATERIALS AND METHODS 
 
3.1 CNN for Place Categorization 

 
The CNN-database combination Places205 published by 

(Zhou et al. 2014) was specifically trained on a database of 205 
different place categories, outperformed the AlexNet by 
roughly 8% top-1 accuracy and still puts up more accurate 
results than the newer version Places365. For creation of the 

data sets, the complete output-vector 𝒚𝑂𝑢𝑡 ∈ ℝ205×1  was 
continuously extracted from the softmax layer of the CNN to 

create the design-matrix 𝒎205 ∈ ℝ𝑢×205 and corresponding 
target vector 𝒕205 ∈ ℝ𝑢×1 respectively, where 𝑢 is the number 
of analysed frames. The entire data set was split with 75% of 
the data forming the training set and 25% making up the test 
set. The data sets and corresponding target vectors were then 
used to train the ML models. 

 
3.2 Naive Bayes Filter 

  
NBFs are probabilistic classifiers that are based on the 

Bayes’ rule. In the employed algorithm the densities of each 
feature variable for each class are first estimated giving a 

matrix of kernels 𝒎𝑘𝑒𝑟𝑛𝑒𝑙𝑠 ∈ ℝ𝐾×205 where 𝐾 is the number of 
classes. The posteriors are then modelled using the Bayes’ 
rule. Lastly the model classifier is combined with a decision 
rule, the maximum a posteriori rule. The trained multiclass 
naive Bayes model used the following optimized parameters: 

 
1. Distribution: Kernel (see (Bishop, 2016), pg. 122) 
2. Kernel function type: normal (gaussian distribution) 
3. Bandwidth: 0.019527 

 
3.3 Multinomial Logistic Regression 

  
MLR is an extension of the logistic regression for 

multiclass problems to express the probability as linear 
combination of independent predictor variables. The Log loss 
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function is convex and can be optimized with iterative 
optimization schemes such as Newton-Raphson and gradient 
descent (Bishop 2016). The regularization parameter λ was left 
at its default value: 

 
1. λ: 1 ∗ 10−4 

 
3.4 Support Vector Machine 

  
A SVM uses the kernel trick to separate and classify data 

with a high-dimensional hyperplane. The trained SVM was a C-
SVM where C determines the trade-off between increasing the 
margin-size of the soft margin and penalizing data points on 
the wrong side of the margin. The optimized parameters were: 
 

1. Coding: One vs All 
2. BoxConstraint: 75.786 
3. KernelScale: 0.7278 
4. KernelFunction: Radial Basis Function 

 

4. PRACTICAL REALIZATION 

 
The system was evaluated on 6 observable places on 

university campus: the digital factory (DF) resembling an 
industrial setting as the Places205 class assembly_line, a 
lecture theater as auditorium, a corridor, a kitchen and an 
office. To show the capabilities of the system to extend the 
limited set, data of an additional place was gathered unknown 
to the CNN: a door. The videos were captured using an 
inexpensive camera carried around by hand. After analysis of 
the footage with the CNN, the training- and test-set and target 
vectors were created as explained in section 3.1 

 

5. RESULTS 
 
Even though the restriction of the number of observable 

classes helps the CNN-based classifier, it is still less accurate 
than all developed learning models, as can be seen in table 1.  

Classification results 

Environment CNN-5 NBF MLR SVM 

Digital factory 54% 92% 99% 97% 

Lecture theater 62% 81% 88% 89% 

Corridor 100% 95% 93% 93% 

Door - 100% 100% 100% 

Kitchen 100% 83% 89% 87% 

Office 75% 79% 63% 73% 

Total average 78.2% 88.27% 88.7% 90.2% 

Tab. 1: Accuracies for the different models: The bottom row 

gives the weighted average accuracy. 

 
It should be noted that the results of the CNN cannot so easily 
be compared to those of the ML models: the models are fine-
tuned and the CNN does not know the class door. 
Nevertheless, the performance of the different systems can be  

measured with these accuracy calculations. The CNN yields 
robust classification for places with features that are easily 
distinguishable from the other 5 classes. As soon as the 
underlying distribution features peaks in multiple classes, the 
CNN struggles with classification, only posting a 54% accuracy 
in the DF. All three ML-models give strong results in the DF and 
only really struggle to categorize the office. This stems from 
the fact that some frames from the office recording share 
similarities with the recorded door and were thus classified as 
a door - the video recording in the office was suboptimal. 

 

6. CONCLUSION AND OUTLOOK 
  

A straight-forward extension to an accurate and easily 
implemented system used for place categorization has 
successfully been developed. The semantic information 
obtained is an important enabler of more advanced robotics 
tasks, especially human-robot collaboration. To this end, the 
system was successfully tested in an industrial and office-
esque environment. In future works, the system will be 
improved and extended upon as follows: 
 

1. The system will be further tested using a mobile 
robot, gathering both camera and laser scanner data. 

2. Using the data from the laser scanner, a semantic 
map can be created. 

3. Path-planning decisions can then be made using this 
semantic map. 
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