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Abstract—Radiation-hardened (rad-hard) processors are de-
signed to be reliable in extreme radiation environments, but
they typically have lower performance than commercial-off-the-
shelf (COTS) processors. For space missions that require more
computational performance than rad-hard processors can provide,
alternative solutions such as COTS-based systems-on-chips (SoCs)
may be considered. One such SoC, the NVIDIA Tegra K1
(TK1), has achieved adequate radiation tolerance for some classes
of space missions. Several vendors have developed radiation-
tolerant single-board computer solutions targeted primarily for
low Earth orbit (LEO) space missions that can utilize COTS-
based hardware due to shorter planned lifetimes with lower
radiation requirements. With an increased interest in space-
based computing using advanced SoCs such as the TK1, a
need exists for an improved understanding of its computational
capabilities. This research study characterizes the performance
of each computational element of the TK1, including the ARM
Cortex-A15 MPCore CPU, the NVIDIA Kepler GK20A GPU, and
their constituent computational units. Hardware measurements
are generated using the SpaceBench benchmarking library on
a TK1 development board. Software optimizations are studied
for improved parallel performance using OpenMP for CPU
multithreading, ARM NEON for single-instruction multiple-data
(SIMD) operations, Compute Unified Device Architecture (CUDA)
for GPU parallelization, and optimized Basic Linear Algebra
Subprograms (BLAS) software libraries. By characterizing the
computational performance of the TK1 and demonstrating how to
optimize software effectively for each computational unit within
the architecture, future designers can better understand how to
successfully port their applications to COTS-based SoCs to enable
improved capabilities in space systems. Experimental outcomes
show that both the CPU and GPU achieved high levels of parallel
efficiency with the optimizations employed and that the GPU
outperformed the CPU for nearly every benchmark, with single-
precision floating-point (SPFP) operations achieving the highest
performance.

I. INTRODUCTION

On-orbit data processing is crucial for space missions that
require high computational performance, but achieving this
capability is challenging due to the harsh radiation environ-
ments in space. Commercial off-the-shelf (COTS) processors
with embedded graphical processing units (GPUs) typically
offer better performance than radiation-hardened (rad-hard)
processors, but the latter is more reliable in extreme envi-
ronments. Previous research has identified the computational
limitations of rad-hard processors [1H3]], and other studies have
recommended alternative architectures for better performance
and energy efficiency [4, 5]

In the past, spaceflight processors were unsuitable for
on-orbit data processing, leading to compromises in terms
of computational capabilities, such as using low-resolution
instruments for data collection and relying on ground stations
for further processing [|6]. However, the increasing need for
improved onboard processor performance for tasks such as
autonomous satellite collision avoidance [7] and the use of
higher resolution sensors for various applications [5]] have made
this a crucial area of focus for evolving space missions.

There are concerns about the ability of high-performance
processors to operate reliably and predictably in space while
achieving high performance per watt and delivering high
computational performance. Although space commercialization
is being pursued to drive investment and technological progress,
enhanced rad-hard solutions typically require government
support and many years of research and development to achieve
their objectives [8]]. However, the feasibility of on-orbit data
processing may not be as questionable as previously thought [9],
and the cost-effectiveness of deploying equipment with a shorter
expected lifespan for certain missions, compared to previous
missions, can be improved by reducing launch expenses [10].
For these reasons, using more capable radiation-tolerant COTS
equipment for certain tasks may be more beneficial than a
purely rad-hard system.

Rad-hard processors are designed to withstand radiation
exposure in space and other harsh environments. These
processors often have re-engineered architectures to achieve
this capability, but the radiation-hardening techniques can
degrade their performance compared to commercial processors.
Additionally, the base architecture of rad-hard processors may
be outdated by the time they are released. Despite these
limitations, rad-hard processors have proven reliable for long-
term use in space missions. For example, the BAE RAD750
is a rad-hard processor with flight heritage; it was released in
2001 and first launched on NASA’s Deep Impact mission in
2005. The RAD750 is present in more recent NASA missions,
such as the Perseverance rover launched in 2020 and the
James Webb Space Telescope launched in 2021 [11]]. Although
these missions use legacy processor cores capable of only
approximately 0.27 giga-operations per second (GOPS) [2],
the newly publicized BAE RADS510 SoC runs at a maximum
rated 1.3 GOPS [12]]. For perspective, the RAD510 performs at
two orders of magnitude below COTS processors from almost a
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