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Abstract—Peptide-binding proteins prediction is important
in understanding biological interaction, protein performance
analysis, cellular processes, drug design, and even cancer
prediction, so using experimental predictive methods, despite
their operational capabilities, has limitations such as being
costly and need to spend more time, differences between
unrecognized protein structures and sequences, so design and
development of computational systems for maintenance, opti-
mal models for representing biological knowledge, management
and the analysis of big biological data is so important that
the authors used machine learning-based techniques such as
Support Vector Machine (SVM),Random Forest (RF),Decision
Tree (C4.5), Decision Tree (ID3),Gradient Boosting classifiers,
which evaluated experimental results to optimize Support
Vector Machine(SVM) classifier (Radial Basis Function kernel)
with significant evaluation parameters such as accuracy(ACC)
is equal to 0.7401 and 0.7599 for 10 - fold cross validation
and independent test set and also specificity (SPE) is equal to
0.7966 and 0.8088 for 10- fold cross validation and independent
test set (respectively) by using various Structure- Based and
Sequence -Based features.

Keywords—Protein- Peptide, Classification Algorithms,
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I. Introduction
Proteins are polymers of amino acids that each residue

binds to its adjacent amino acid through covalent bonding,
so the focus of this study is functional analysis to predict
protein-peptide binding residues. Because proteins are
key players in the vital functions of organisms such as
biochemical reactions, food transfer, detection, transmis-
sion of messages, and basic biological processes such as
cellular communication, cell division, metabolism, etc.
[1, 2] and due to the dynamics of proteins evidence of
their interaction with other molecules, such as ligand,
has been linked to specific biochemical targets, mean-

ing that the ligand is the same amini acid containing
peptide with a specific sequence and based on peptide
bond [3], so predicting protein-peptide binding residue
by experimental methods has limitations such as being
costly and need to spend more time, the inherent difficulty
of experimental methods [4], the inaccessibility of all
protein structures, the possible mismatch of the structure
recognized with the reference sequence [5], small peptide
sizes, weak binding affinity limits and peptide flexibility
[6], the prediction limit of all protein complex struc-
tures and protein-protein interactions that are interacting
with molecules [7]. Thus, several predictions have been
done to predict binding residues in various interactions,
such as deep learning architecture [8] to predict protein-
peptide binding residues, three heterogeneous support
vector machine combination architecture [9] to predict
protein-vitamin binding residues , technique based on
Ramachandran map and dihedral angle preferences [10]
for limitation of binding site amino acid residues modeling
in RNA, DNA 3D structures, predicting protein-peptide
complex structures and protein -peptide binding residue
using machine learning methods such as Decision Tree, Lo-
gistic Regression, Bagging and Gradient Boosting classifier
[11], specific ligand prediction and protein ligand specific
binding residue by using three types of sequence-based
architecture, improved Adboost and a combination of
Template- Free and Template- Base [12], Sequence-based
prediction with a combination of several Random Forest
(RF) classifiers [13], To predict ligand-binding residues,
peptide binding residues sequence-based prediction by
combining the Support Vector Machine(SVM) algorithm,
Strengthen Gradients(SG) and K-nearest neighbor(KNN)
classifier, with logistic regression and stack-based gener-



alization technique [14], protein-peptide binding residues
prediction using SVM-Pep for sequence-based inputs and
Pep -Bind for structure-based inputs [15], Using improved
KNN classifier [16] to predict acid radical ion binding
residues and Sulfate Ion Binding Residue (SIBR) by
the support vector machine algorithm [17], Key residues
prediction (The result of sharing binding residues and
stabilizing resides) through the analysis of complex flexi-
bility, protein performance, binding affinity [18], sequence-
based prediction for ligand-binding residue through the
combination of support vector machine and homology-
based transfer [19] improved Deep Learning (DL) [20] by
using hidden markov and stacked autoencoder models to
extract features of Fisher Score(FS) and Hidden Abstract
Inrelation(HAI) to the support vector machine in pre-
dicting residue-residue contact matrix in protein-protein
interaction and finally using gaussian processes, support
vector machine, random forest and deep neural networks
[21] are proposed for protein-ligand interaction prediction.

II. Materials and Methods
A. Methods

In this study, machine learning was focused on applying
the law of learning and achieving the optimal model.
Inspired by this, each pattern in supervised learning has a
label, so the goal is to provide the mapping function of the
input patterns to their corresponding labels in the training
phase. The designed system also predicts their output or
label with the help of the learned function. If the output of
the learning system is discrete, then the classifier problem
and the function that map the input to the output is called
classifier [22]. Therefore, the classifiers considered for
protein-peptide binding residues are Gradient Boosting,
Random Forest(RF), Decision Tree (C4.5), Decision Tree
(ID3), Support Vector Machine(SVM). The following is a
proposed flowchart (Figure 1).

Fig. 1: The proposed flowchart based on machine learning
classifier.

B. Steps of Procedure
As can be deduced from Figure 1, the proposed method

is done in three steps, which are:
i. Preprocess: includes feature extraction and normal-

ization (respectively), which in feature extraction phase,
five categories of various features based on sequence
and structure are used, which are Residue-wise Contact
Energy Matrix(RCEM), Half Sphere Exposure Group(G-
HSE), Secondary Structure Group(G-SS), Sequence Pro-
file Group from PSSM(G-PF), Physicochemical Prop-
erties(Phy: steric parameter, hydrophobicity, isoelectric

point, aliphatic, polarity, acidity) [6, 11, 23, 28].Therefore,
equation (1) [24, 25] is used to normalize each feature
value to the interval [0, 1], In Eq. (1), x and x

′ denote the
original and normalized values of the feature and a are
the start and end of the proposed domain (respectively).

ii. Process: Includes classifier operations by five pro-
posed classifiers such as Support Vector Machine(SVM),
Random Forest(RF), Decision Tree (C4.5), Decision Tree
(ID3), Gradient Boosting, using 10 - fold cross validation
to predict protein - peptide binding residues were trained.
Use the sliding window size technique to improve perfor-
mance, balance the interaction between protein-peptide,
and increase optimization based on neighboring residues
information.

iii. Postprocess: Evaluation of the performance of the
mentioned classifier algorithms according to criteria such
as sensitivity(SEN), accuracy (ACC), specificity (SPE),
matthews’ correlation coefficient (MCC), F -measure and
using the independent test set, which finally support
vector machine classifier (RBF kernel), with window size
of three were optimized to predict protein-peptide binding
residues.

III. Result and Discussion
A. Data Set

Protein sequences, as the input of the proposed clas-
sifiers, have Protein Data Bank(PDB) ID, a well-known
three-dimensional structure, FastA format in Protein Data
Bank (PDB). Therefore, the primary data sets of protein-
peptide complexes are derived from the BioLip database,
which is a summary of the final dataset (Table I). These
datasets are also available online [6].

TABLE I: Summary of the final applied dataset

Name Number NBR
1 NR

2 NNBR
3

Protein–Peptide
Complexes 1241 16678 297598 —

TR(training set) 1116 14959 — 251769
TS(independent
test set) 125 1719 — 29151

B. Performance Evaluation
Confusion matrix [26] is the basis for evaluation criteria

and includes information such as actual classifier and
prediction, which for binary prediction classifier of protein
- peptide binding residues problem is (Table I).

The evaluation criteria such as [27] sensitivity(SEN),
accuracy (ACC), specificity (SPE), matthews’ correlation
coefficient (MCC), F-measure based on the confusion
matrix according to the 2 to 6 equality were used for
the performance of the proposed classifiers.

1Number of Binding Residues
2Number of Residues
3Number of Non-Binding Residues



TABLE II: Summary of the final applied dataset

Actual Values
Actual Actual

Positive(1) Negative(0)
Classify TP FP

Output Positive(1) (True Positive) (False Positive)
Classifier Classify FN TN

Negative(0) (False Negative) (True Negative)

MCC =
(TP × TN − FP × FN)√

(TP + FP )× (TP + FN)× (TN + FP )× (TN + FN)
(1)

F −measure =
2TP

(2TP + FP + FN)
(2)

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
(3)

Specificity =
TN

(FP + TN)
(4)

Sensitivity =
TP

(TP + FN)
(5)

When we need to visualize the performance of the
binary classification problem, we use the ROC (Receiver
Operating Characteristics) curve [29]. A receiver operat-
ing characteristic (ROC) curve is a graphical plot that
describes the diagnostic sufficiency of a binary classifier
system as its discrimination threshold is varied.

C. Ligand-binding residue prediction using classifier algo-
rithm

The authors, five classifiers such as Support Vec-
tor Machine(SVM), Random Forest(RF), Decision Tree
(C4.5), Decision Tree (ID3), Gradient Boosting(GB) to
predict protein-peptide binding residue and based on
five categories of structure and sequence-based features(
Residue-wise Contact Energy Matrix(RCEM), Half Sphere
Exposure Group(G-HSE), Secondary Structure Group(G-
SS), Sequence Profile Group from PSSM(G-PF), Physic-
ochemical Properties(Phy: steric parameter, hydrophobic-
ity, isoelectric point ,aliphatic, polarity, acidity)) were
used in such a way that they used feature windowing
technique for improving classifier performance and bal-
ancing interactions between protein and peptide with
window sizes 1, 3, 5, 9, 12 and 15 for independent test set
and 10- fold cross validation used the evaluation results
to confirm the optimization of support vector machine
classifier (RBF kernel) with the window size is three
Therefore, the feature windowing technique was used for
each of the other functional classifiers with the mentioned
window sizes (Figures 2 to 6).

Then, the receiver operating characteristic ROC curve
[29] was used to measure the performance of each of

(a)

(b)

Fig. 2: (a)ACC on 10- fold cross validation (b)ACC on
independent test set.

(a)

(b)

Fig. 3: (a)F- measure on 10 fold cross-validation (b)F-
measure on independent test set



(a)

(b)

Fig. 4: (a)MCC on 10 fold cross-validation (b)MCC on
independent test set

(a)

(b)

Fig. 5: (a)SEN on 10 fold cross-validation (b)SEN on
independent test set

(a)

(b)

Fig. 6: (a)SPE on 10- Fold Cross-Validation (b)SPE on
Independent Test Set

the classifiers, which is a kind of trade-off between true
positive rate(TPR) and false positive rate(FPR) that
according to the evaluation results, the support vector
machine classifier (RBF kernel) has the optimal result by
using the independent test set (Figure 7).

Fig. 7: ROC curves are given of machine learning classifiers
using the independent test set

In the next step, the area under the curve (AUC) [30]
was used to evaluate the performance of optimal support



vector machine classifier (RBF kernel) for each feature
group individually that the results show the highest area
under the curve (AUC) by RCEM in five feature categories
(Figure 8).

Fig. 8: Evaluation of the performance of optimal support
vector machine classifier by using each individual feature
group

In the last step, it evaluates the prediction for a
protein sequence with PDBID equal to 3lyvE. The protein
sequence with the mentioned ID has 50 residues in the
main structural model, as long as the Support Vector
Machine(SVM) classifier (RBF kernel) correctly predicts
thirty-eight residues. (Figure 9c).

(a) (b)

(c)

Fig. 9: (a)Protein Sequence[6] (b)Actual Binding
Residues[6] (c)Predicted Binding Residues based on SVM
classifier

IV. Conclusion and Future work
Since it is necessary to predict protein binding residue to

recognize protein function, molecules involved in protein,
biological interactions, so the focus of this study is to pre-
dict protein-peptide binding residue using classification al-
gorithms called Support Vector Machine(SVM), Random

Forest(RF), Decision Tree (C4.5), Decision Tree (ID3),
Gradient Boosting, and based on five categories of features
based on structure and sequence features (Residue-wise
Contact Energy Matrix(RCEM), Half Sphere Exposure
Group(G-HSE), Secondary Structure Group (G-SS), Se-
quence Profile Group from PSSM(G-PF), Physicochemi-
cal), so the authors used the technique of sliding window
size to improve performance, balance interaction between
protein and peptide and increased optimization based on
neighboring residues information. Finally, the evaluation
of the experimental results indicates the optimization
of the support vector machine classifier (Radial Basis
Function kernel) with accuracy (ACC), specificity (SPE)
significant, and with three window sizes. Future works
include the use of deep learning-based architecture with
several additional features to improve performance and
predict the interaction of other ligands, such as carbohy-
drates with the protein macromolecule.
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