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#### Abstract

The main aim of the Algebraic Aggregate Theory is to present uniformly data structures in mathematics and its applications in terms of Universal Algebra. In the given paper are characterized three sub-algebras of the Algebraic Aggregate Theory. These sub-algebras are the sub-algebra of ordered pairs, the successor sub-algebra and the algebra of Semi-Boolean Systems. Some applications of the obtained results for solving mathematical problems and software development are illustrated.
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1. Introduction. Penetration of information technologies into all fields of mankind activity caused the need to deal with a wide class of super complex applied problems. For effective solution of the vast majority of these problems modern computers and/or clusters as well as the development of the relevant data structures are necessary. The essential characteristics for these data structures are that they should be accurately and uniformly characterized in terms of mathematical models and also they must be the necessary tool for the elaboration of the effective software. It is evident that Algebraic Systems are the most general mathematical models for data structures, and, besides, they give the possibility to solve effectively verification problems in the development process of IT-systems.

The development of data structures in Applied Algorithms Theory [1], as well as the development of Table Algebras [2] and their generalizations [3], have revealed deep internal links between data structures and classic Algebraic Systems (commutative and noncommutative, both). These internal links are based on studying the structure of Boolean algebra, Boolean rings and their generalizations (some short surveys of researches in this area are given in $[4,5])$. Especially, the papers $[6,7]$ should be noted, since they have stimulated intensive researches of Semi-Boolean systems and their applications (see [9, 10, 11, 12, 13], for example).

During the last two decades, the theory of non-associative Algebraic Systems has been developing intensively, primarily due to their successful application in solving problems of information transmission and protection (see [14, 15, 16], for example). For this reason, the problem of construction of axioms systems for extensions of Semi-Boolean Systems intended for
efficient representation and processing of both associative and non-associative Algebraic Systems is relevant. One of such constructions, formulated on the base of Universal Algebra, has been proposed in [17]. Due to high complexity of this Axioms System, it is natural to carry out its study in terms of sub-algebras defined by some of these axioms. This approach makes it possible not only to examine in detail the properties of the Semi-Boolean System defined by the proposed Axioms System but also, when it is necessary, to clarify and/or to detail the respective axioms. Presentation of the results obtained in this direction is the main aim of the given paper.
2. Previous results. The Algebraic Aggregate Theory [17] assumes that we deal with some non-empty set $A$, in which some element 0 is distinguished. There are defined on the set $A$ the unary operation " $"$, the binary operator "(, )", and two binary operations "+"and "-", satisfying the following Axioms System (it is supposed that $a, b, c, a^{\prime}, b^{\prime} \in A$ ):

$$
\begin{gather*}
a-a=0,  \tag{1}\\
a+(b+c)=(a+b)+c,  \tag{2}\\
a+b=b+a,  \tag{3}\\
a+a=a,  \tag{4}\\
(a+b)-c=(a-c)+(b-c),  \tag{5}\\
a-(b+c)=(a-b)-c,  \tag{6}\\
a+(b-a)=a+b,  \tag{7}\\
a+(a-b)=a,  \tag{8}\\
(a-b)-c=(a-c)-(b-c),  \tag{9}\\
a-(b-c)=(a-b)+(a-(a-c)),  \tag{10}\\
a^{\circ}=b^{\circ} \Rightarrow a=b,  \tag{11}\\
(a, b)=\left(a^{\prime}, b^{\prime}\right) \Rightarrow a=a^{\prime} \& b=b^{\prime} . \tag{12}
\end{gather*}
$$

Axioms (1)-(12) imply that the element 0 can be interpreted as the empty set, the unary operation " " can be interpreted as a successor operation, the binary operator "(, )" can be interpreted as an ordered pair, the binary operation "+" can be interpreted as the union of two sets, and the binary operation "-" can be interpreted as the difference of two sets.

Due to this Axioms System, the relation of partial ordering " $\leq$ ", and binary operations " $\Delta$ " of the symmetric difference and ". " of the intersection have been defined in [17], as follows (it is supposed that $a, b \in A)$ :

$$
\begin{align*}
a & \leq b \Leftrightarrow a-b=0,  \tag{13}\\
a \Delta b & =(a-b)+(b-a),  \tag{14}\\
a \cdot b & =(a+b)-(a \Delta b) . \tag{15}
\end{align*}
$$

It is pointed in [17] that on the base of (1)-(15) the following identities can be proved (it is supposed that $a, b, c \in A$ ):

$$
\begin{equation*}
a-a=b-b, \tag{16}
\end{equation*}
$$

$$
\begin{gather*}
a+0=a,  \tag{17}\\
a-0=a,  \tag{18}\\
(a-b)+b=b,  \tag{19}\\
a-(b-a)=a,  \tag{20}\\
(a-b)-c=(a-c)-b,  \tag{21}\\
a=(a-b)+(a-(a-b)),  \tag{22}\\
a \cdot b=a-(a-b),  \tag{23}\\
a \cdot b=b-(b-a),  \tag{24}\\
a-(a-b)=b-(b-a),  \tag{25}\\
a-(b \cdot c)=(a-b)+(a-c),  \tag{26}\\
a-(b+c)=(a-b) \cdot(a-c) . \tag{27}
\end{gather*}
$$

Unfortunately, the evidence of identities (16)-(27) has not been provided in [17]. The difficulties encountered in finding evidence of these identities have been the main reason for analyzing the subsystems of the Algebraic System presented above.

The following inductive approach for converting the operator "(, )" into an algebraic operation on a suitable set has been proposed in [18].

Let $A=\bigcup_{n=0}^{\infty} A^{(i)}$, where $A^{(0)}=A$ and

$$
\begin{equation*}
A^{(n)}=\bigcup_{i=0}^{n-1}\left\{(x, y) \mid x \in A^{(i)} \& y \in A^{(n-1-i)}\right\} \quad(n \in \mathbb{N}) . \tag{28}
\end{equation*}
$$

The axiom (12) can be extended from the set $A$ onto the set $A$ as follows:

$$
\begin{equation*}
\left(\forall x_{1}, x_{2}, y_{1}, y_{2} \in A\right)\left(\left(x_{1}, y_{1}\right)=\left(x_{2}, y_{2}\right) \Leftrightarrow x_{1}=x_{2} \& y_{1}=y_{2}\right) . \tag{29}
\end{equation*}
$$

Due to (28) and (29), for any non-empty set $A$ the sequence $A^{(0)}, A^{(1)}, \ldots, A^{(n)}, \ldots$ consists of non-empty pair-wise non-intersecting sets, i.e. $A$ is an infinite set for any non-empty set $A$. Thus, for any non-empty set $A$ the $A$-associated infinite magma $M_{A}=(A, \circ)$ can be defined, where $x \circ y=(x, y) \quad(x, y \in A)$. The following properties of this magma have been established:

1. (Theorem 1 in [18]). For any non-empty set $A$ the binary operation in the $A$-associated magma $M_{A}=(A, \circ)$ is a surjection $\circ: A \times A \rightarrow \bigcup_{n=1}^{\infty} A^{(n)}$.
2. (Theorem 2 in [18]). For any non-empty set $A$ the $A$-associated magma $M_{A}=(A, \circ)$ is a cancellative magma.
3. (Proposition 4 in [18]). For any non-empty set $A$ the $A$-associated magma $M_{A}=(A, \circ)$ is not a quasigroup.

The interrelation between elements of the set $A$ and rooted finite labeled as well as unlabeled binary trees has been studied in [18]. The main result is that the language presented by all these unlabeled binary trees is some proper non-empty sub-language of the Dyck language
$L_{D(2)}$ over the 2 -letters alphabet. Besides, it has been illustrated that the magma $M_{A}=(A, \circ)$ can be used successively as some conceptual model in mathematics and its applications.

In [19] properties of the successor operation " $\circ$ " have been studied. For this purpose, the axiom concerning this operation has been clarified as follows ( $a^{n_{0}}\left(a \in A ; n \in \mathbb{Z}_{+}\right)$denotes the element (... $\left.\left(a^{\circ}\right)^{\circ} \ldots\right)^{\circ}$ of the set $A$, such that the operation " " " is applied $n$ times):

Axiom 1. For any element $a \in A$ the infinite sequence $a, a^{\circ}, a^{2 \circ}, \ldots$ consists of pair-wise different elements of the set $A$.

Axiom 2. For any elements $a, b \in A$ the following formula is true: $a^{\circ}=b^{\circ} \Rightarrow a=b$.
Axiom 3. For any element $a \in A$ there exists some element $b \in A$ and an integer $n \in \mathbb{Z}_{+}$, such that $a=b^{n_{0}}$, and besides $b \neq c^{m_{0}}$ for each element $c \in A$ and each integer $m \in \mathbb{N}$.

Let

$$
\operatorname{Core}(A)=\left\{a \in A \mid(\forall b \in A)(n \in \mathbb{N})\left(a \neq b^{n_{0}}\right)\right\},
$$

and

$$
\mathrm{Cl}_{\circ}(a)=\left\{a^{n \circ} \mid n \in \mathbb{Z}_{+}\right\} \quad(a \in A) .
$$

Then

$$
A=\bigcup_{a \in \operatorname{Core}(A)} \mathrm{Cl}_{\circ}(a) .
$$

Besides, due to Axiom 1, for any element $a \in A$ the mapping $a^{n_{\circ}} \rightarrow n\left(n \in \mathbb{Z}_{+}\right)$is an isomorphism between the sequence $a, a^{\circ}, a^{2 \circ}, \ldots$ and the sequence $0,1,2, \ldots$, i.e. the Mathematical Induction technique can be applied as a mathematical proof on the set $A$. We illustrate the value of this factor by the following example.

Example 1. Let $G=(N, T, P, S)$ be the CFG grammar, such that $N=\{S, U, V\}$, $T=\{\alpha, \beta\}$, and $P$ consists of the following productions: $S \rightarrow \alpha V|\beta U, U \rightarrow \alpha| \alpha S \mid \beta U U$, $V \rightarrow \beta|\beta S| \alpha V V$ (see [20], for example). It is necessary to prove that the language $L(G)$ consists of all strings with equal number of symbols $\alpha$ and $\beta$.

We consider the following three hypotheses:
$H_{1}: S \stackrel{*}{\Rightarrow} w \Leftrightarrow$ the string $w \in L(G)$ consists of the equal number of symbols $\alpha$ and $\beta$.
$H_{2}: U \stackrel{*}{\Rightarrow} w \Leftrightarrow$ the string $w \in T^{*}$ consists of one more $\alpha$ than $\beta$.
$H_{3}: V \stackrel{*}{\Rightarrow} w \Leftrightarrow$ the string $w \in T^{*}$ consists of one more $\beta$ than $\alpha$.
Let $\operatorname{Core}(A)=\{a, b, c\}$, and the elements of the sets $\mathrm{Cl}_{\circ}(x)=\left\{x^{n o} \mid n \in \mathbb{Z}_{+}\right\} \quad(x \in \operatorname{Core}(A))$ are interpreted as follows:
$a^{n \circ}\left(n \in \mathbb{Z}_{+}\right)$is the proposition: the hypothesis $H_{1}$ is true for all strings $w \in L(G)$, such that $d(w)=n+2$ (since the minimal length of a string $w \in L(G)$ derivable from $S$ is 2 );
$b^{n_{0}}\left(n \in \mathbb{Z}_{+}\right)$is the proposition: the hypothesis $H_{2}$ is true for all strings $w \in T^{*}$, such that $d(w)=n+1$ (since the minimal length of a string $w \in T^{*}$ derivable from $U$ is 1 );
$c^{n o}\left(n \in \mathbb{Z}_{+}\right)$is the proposition: the hypothesis $H_{3}$ is true for all strings $w \in T^{*}$, such that $d(w)=n+1$ (since the minimal length of a string $w \in T^{*}$ derivable from $V$ is 1 ).

The basis of induction. We must prove that propositions $x^{0 \circ}(x \in \operatorname{Core}(A))$ are true.
There exist only two accessible derivations of the length 2 from $S: S \Rightarrow \alpha V \Rightarrow \alpha \beta$ and $S \Rightarrow \beta U \Rightarrow \beta \alpha$. Thus, the proposition $a^{0 \circ}$ is true. There exists only one accessible derivation of the length 1 from $U: U \Rightarrow \alpha$. Thus, the proposition $b^{0_{0}}$ is true. There exists only one accessible derivation of the length 1 from $V: V \Rightarrow \beta$. Thus, the proposition $c^{0_{\circ}}$ is true.

Inductive hypotheses. Assume that propositions $x^{n \circ}(x \in \operatorname{Core}(A))$ are true for all $n=0,1, \ldots, k$.

Induction. We must prove that propositions $x^{(k+1)_{\circ}}(x \in \operatorname{Core}(A))$ are true.
Let us prove that the proposition $a^{(k+1)^{\circ}}$ is true.
Suppose, that $S \stackrel{*}{\Rightarrow} w(d(w)=(k+1)+2)$. Then either $w=\alpha w_{1}$, or $w=\beta w_{2}$, where $d\left(w_{1}\right)=d\left(w_{2}\right)=k+2$. Thus, either $S \Rightarrow \alpha V \stackrel{*}{\Rightarrow} \alpha w_{1}$, or $S \Rightarrow \beta U \stackrel{*}{\Rightarrow} \beta w_{2}$.

Since $V \stackrel{*}{\Rightarrow} w_{1}\left(d\left(w_{1}\right)=k+2\right)$, then by Inductive hypotheses $w_{1} \in T^{*}$ consists of one more $\beta$ than $\alpha$, i.e. $w=\alpha w_{1}$ consists of the equal number of $\alpha$ and $\beta$. Similarly, since $U \stackrel{*}{\Rightarrow} w_{2}$ $\left(d\left(w_{2}\right)=k+2\right)$, then by Inductive hypotheses $w_{2} \in T^{*}$ consists of one more $\alpha$ than $\beta$, i.e. $w=\beta w_{2}$ consists of the equal number of $\alpha$ and $\beta$.

Conversely, let the string $w \in T^{*}(d(w)=(k+1)+2)$ consists of the equal number of $\alpha$ and $\beta$. Then either $w=\alpha w_{1}$ and $w_{1} \in T^{*}$ consists of one more $\beta$ than $\alpha$, or $w=\beta w_{2}$, and $w_{2} \in T^{*}$ consists of one more $\alpha$ than $\beta$.

Since $d\left(w_{1}\right)=d\left(w_{2}\right)=k+2$, then by Inductive hypotheses $V \stackrel{*}{\Rightarrow} w_{1}$ and $U \stackrel{*}{\Rightarrow} w_{2}$. Therefore, $S \Rightarrow \alpha V \stackrel{*}{\Rightarrow} \alpha w_{1}$ and $S \Rightarrow \beta U \stackrel{*}{\Rightarrow} \beta w_{2}$, i.e. $w \in L(G)$.

Let us prove that the proposition $b^{(k+1)_{\circ}}$ is true.
Suppose, that $U \stackrel{*}{\Rightarrow} w \quad(d(w)=(k+1)+1)$. Since the first step of the derivation is either $U \Rightarrow \alpha S$, or $U \Rightarrow \beta U U$, we get that either $U \Rightarrow \alpha S \stackrel{*}{\Rightarrow} a w_{1}$, or $U \Rightarrow \beta U U \stackrel{*}{\Rightarrow} \beta w_{2} w_{3}$.

Since $S \stackrel{*}{\Rightarrow} w_{1}\left(d\left(w_{1}\right)=k+1\right)$, then by Inductive hypotheses $w_{1}$ consists of the equal number of $\alpha$ and $\beta$, i.e. $w=\alpha w_{1}$ consists of one more $\alpha$ than $\beta$.

Since $U \stackrel{*}{\Rightarrow} w_{2}\left(d\left(w_{2}\right) \leq k+1\right)$ and $U \stackrel{*}{\Rightarrow} w_{3}\left(d\left(w_{3}\right) \leq k+1\right)$, then by Inductive hypotheses each of the strings $w_{2}$ and $w_{3}$ consist of one more $\alpha$ than $\beta$, i.e. $w=\beta w_{2} w_{3}$ consists of one more $\alpha$ than $\beta$.

Conversely, let the string $w \in T^{*}(d(w)=(k+1)+2)$ consists of one more $\alpha$ than $\beta$. Then either $w=\alpha w_{1} \quad\left(d\left(w_{1}\right)=k+1\right)$ and $w_{1} \in T^{*}$ consists of the equal number of $\alpha$ and $\beta$, or $w=\beta w_{2} w_{3} \quad\left(d\left(w_{2}\right), d\left(w_{3}\right) \leq k+1\right)$ and each of $w_{2}, w_{3} \in T^{*}$ consists of one more $\alpha$ than $\beta$. Using Inductive hypotheses we get that $U \Rightarrow \alpha S \stackrel{*}{\Rightarrow} a w_{1}$ and $U \Rightarrow \beta U U \stackrel{*}{\Rightarrow} \beta w_{2} w_{3}$.

The proposition $c^{(k+1) \circ}$ can be proved similarly.
This example and examples in [18] are compelling arguments that considered Algebraic System and its subsystems can be effectively used in different Solvers and Theorem Provers.
3. New results. It is assumed that for the sub-algebra $\mathfrak{A}=(A ;\{0,+,-\}) \quad(|A|>1)$ the following three axioms hold:

Axiom 4. For any elements $a, b \in A$ the following identities expressed only in terms of the operation "+" are true:

$$
\begin{gather*}
a+(b+c)=(a+b)+c,  \tag{30}\\
a+b=b+a,  \tag{31}\\
a+a=a,  \tag{32}\\
a+0=a . \tag{33}
\end{gather*}
$$

Axiom 5. For any elements $a, b \in A$ the following identities expressed only in terms of the operation " -" are true:

$$
\begin{gather*}
a-a=0,  \tag{34}\\
(a-b)-c=(a-c)-(b-c),  \tag{35}\\
0-a=0,  \tag{36}\\
a-0=a,  \tag{37}\\
a-(a-b)=b-(b-a) . \tag{38}
\end{gather*}
$$

Axiom 6. For any elements $a, b, c \in A$ the following identities are true:

$$
\begin{gather*}
(a+b)-c=(a-c)+(b-c),  \tag{39}\\
a-(b+c)=(a-b)-c,  \tag{40}\\
a+(b-a)=a+b,  \tag{41}\\
a+(a-b)=a,  \tag{42}\\
a-(b-c)=(a-b)+(a-(a-c)) . \tag{43}
\end{gather*}
$$

Let us consider some consequences from the Axiom 4.
Due to (30)-(33), the magma $(A,+)$ is some commutative idempotent monoid, and the element 0 is the identity element of this monoid. The partial ordering relation " $\leq$ " can be defined on the set $A$ as follows:

$$
\begin{equation*}
a \leq b \Leftrightarrow a+b=b . \tag{44}
\end{equation*}
$$

Due to (33), the element 0 is the least element of the poset ( $A, \leq$ ), i.e. $0 \leq a$ for all $a \in A$. The partial ordering relations " $<$ ", " $\geq$ " and on the set $A$ can be defined in the usual way.

Proposition 1. For any elements $a, b, c, d \in A$ the following formula is true:

$$
\begin{equation*}
a \leq b \& c \leq d \Rightarrow a+c \leq b+d \tag{45}
\end{equation*}
$$

Proof. Since $a \leq b$ then $a+b=b$. Since $c \leq d$ then $c+d=d$. Due to (30) and (31),

$$
\begin{aligned}
& (a+c)+(b+d)=a+(c+(b+d))=a+((c+b)+d)=a+((b+c)+d)= \\
& =(a+(b+c))+d=((a+b)+c)+d=(b+c)+d=b+(c+d)=b+d
\end{aligned}
$$

Since $(a+c)+(b+d)=b+d$, we get $a+c \leq b+d$.
Q.E.D.

Corollary 1. For any elements $a, b, c \in A$ the following formula is true:

$$
\begin{equation*}
a \leq b \Rightarrow a+c \leq b+c \tag{46}
\end{equation*}
$$

Proof. Due to (32), $c \leq c$ for each element $c \in A$. Setting $d=c$ in (45), we get (46).
Q.E.D.

The partial ordering relation " $\leq$ " gives the possibility to define the following intervals on the poset $(A, \leq)$ :

$$
\begin{array}{ll}
{[a, b]=\{x \in A \mid a \leq x \& x \leq b\}} & (a, b \in A ; a \leq b), \\
(a, b]=\{x \in A \mid a<x \& x \leq b\} & (a, b \in A ; a<b), \\
{[a, b)=\{x \in A \mid a \leq x \& x<b\}} & (a, b \in A ; a<b), \\
(a, b)=\{x \in A \mid a<x \& x<b\} & (a, b \in A ; a<b) . \tag{50}
\end{array}
$$

The operation "+" can be extended to the set of all intervals on the poset $(A, \leq)$. For example, for any intervals $[a, b]$ and $[c, d]$ we set:

$$
\begin{equation*}
[a, b]+[c, d]=\{x+y \mid x \in[a, b] \& y \in[c, d]\} . \tag{51}
\end{equation*}
$$

In the case when the summands are defined by (48)-(50), or the summands are intervals of different types their sum can be defined similarly.

Theorem 1. For any elements $a, b, c, d \in A$ the following inclusion is true:

$$
\begin{equation*}
[a, b]+[c, d] \subseteq[a+c, b+d] \tag{52}
\end{equation*}
$$

Proof. Let $z \in[a, b]+[c, d]$. Due to (51), $z=x+y$ for some $x \in[a, b]$ and $y \in[c, d]$. Due to (47), the inequalities $a \leq x, x \leq b, c \leq y$ and $y \leq d$ are true. Due to Proposition 1, we get:

$$
\begin{aligned}
& a \leq x \& c \leq y \Rightarrow a+c \leq x+y=z \\
& x \leq b \& y \leq d \Rightarrow z=x+y \leq b+d
\end{aligned}
$$

Due to (47), the inequalities $a+c \leq z$ and $z \leq b+d$ imply that $z \in[a+c, b+d]$.
Since $z \in[a, b]+[c, d]$ implies that $z \in[a+c, b+d]$, the inclusion (52) is true.
Q.E.D.

The meaning of the Theorem 1 is as follows. The set $\mathfrak{S}$ of all monoids $(A,+)(|A|>1)$ that satisfy to the Axiom 4 can be partitioned into two subsets $\mathfrak{S}_{1}^{(1)}$ and $\mathfrak{S}_{2}^{(1)}$, where the subset
$\mathfrak{S}_{1}^{(1)}$ consists of all monoids $(A,+) \in \mathfrak{S}$, such that for any elements $a, b, c, d \in A$ holds the identity $[a, b]+[c, d]=[a+c, b+d]$, and the subset $\mathfrak{S}_{2}^{(1)}$ consists of all monoids $(A,+) \in \mathfrak{S}$, such that for some elements $a, b, c, d \in A$ holds the strict inclusion $[a, b]+[c, d]=[a+c, b+d]$. It is evident that the structure of the elements of the subset $\mathfrak{S}_{1}^{(1)}$ differs significantly from the structure of the elements of the subset $\mathfrak{S}_{2}^{(1)}$.

For any element $a \in A$ the lower cone $a^{\nabla}$ and the upper cone $a^{\Delta}$ can be defined in the usual way, i.e.

$$
\begin{align*}
& a^{\nabla}=\{x \in A \mid x \leq a\},  \tag{53}\\
& a^{\Delta}=\{x \in A \mid a \leq x\} . \tag{54}
\end{align*}
$$

It is evident that for eny element $a \in A$ the lower cone $a^{\nabla}$ has the least element 0 and the greatest element $a$, while for the upper cone $a^{\Delta}$ we can guarantee only the existence of the least element $a$.

The operation "+" can be extended to the set of all lower cones as well as to the set of all upper cones of the elements of the poset $(A, \leq)$ as follows:

$$
\begin{align*}
a^{\nabla}+b^{\nabla} & =\left\{x+y \mid x \in a^{\nabla} \& y \in b^{\nabla}\right\},  \tag{55}\\
a^{\Delta}+b^{\Delta} & =\left\{x+y \mid x \in a^{\Delta} \& y \in b^{\Delta}\right\} . \tag{56}
\end{align*}
$$

Theorem 2. For any elements $a, b \in A$ the following inclusions are true:

$$
\begin{align*}
& a^{\nabla}+b^{\nabla} \subseteq(a+b)^{\nabla},  \tag{57}\\
& a^{\Delta}+b^{\Delta} \subseteq(a+b)^{\Delta} . \tag{58}
\end{align*}
$$

Proof. Let $z \in a^{\nabla}+b^{\nabla}$. Due to (55), $z=x+y$ for some $x \in a^{\nabla}$ and $y \in b^{\nabla}$. Due to (53), the inequalities $x \leq a$ and $y \leq b$ hold for any elements $x \in a^{\nabla}$ and $y \in b^{\nabla}$. Due to Proposition 1, the inequalities $x \leq a$ and $y \leq b$ imply that $z=x+y \leq a+b$, i.e. $z \in(a+b)^{\nabla}$. Since $z \in a^{\nabla}+b^{\nabla}$ implies that $z \in(a+b)^{\nabla}$, then the inclusion (57) is true.

The inclusion (58) can be proved in a similar way.

The meaning of the theorem 2 is as follows. The set $\mathfrak{S}$ of all monoids $(A,+)(|A|>1)$ that satisfy to the Axiom 4 can be partitioned into four subsets $\mathfrak{S}_{1}^{(2)}, \mathfrak{S}_{2}^{(2)}, \mathfrak{S}_{3}^{(2)}$ and $\mathfrak{S}_{4}^{(2)}$. The subset $\mathfrak{S}_{1}^{(2)}$ consists of all monoids $(A,+)$, such that for any elements $a, b \in A$ the following two identities hold: $a^{\nabla}+b^{\nabla}=(a+b)^{\nabla}$, and $a^{\Delta}+b^{\Delta}=(a+b)^{\Delta}$. The subset $\mathfrak{S}_{2}^{(2)}$ consists of all monoids $(A,+)$, such that for any elements $a, b \in A$ holds identity $a^{\nabla}+b^{\nabla}=(a+b)^{\nabla}$, and for some elements $c, d \in A$ holds the strict inclusion $c^{\Delta}+d^{\Delta} \subset(c+d)^{\Delta}$. The subset $\mathfrak{S}_{3}^{(2)}$ consists of all monoids $(A,+)$, such that for any elements $a, b \in A$ holds identity $a^{\Delta}+b^{\Delta}=(a+b)^{\Delta}$, and for some elements $c, d \in A$ holds the strict inclusion $c^{\nabla}+d^{\nabla} \subset(c+d)^{\nabla}$. The subset $\mathfrak{S}_{4}^{(2)}$ consists of
all monoids $(A,+)$, such that for some elements $a, b \in A$ holds the strict inclusion $a^{\nabla}+b^{\nabla} \subset(a+b)^{\nabla}$, and for some elements $c, d \in A$ holds the strict inclusion $c^{\nabla}+d^{\nabla} \subset(c+d)^{\nabla}$. It is evident that the structure of the elements of the subsets $\mathfrak{S}_{1}^{(2)}, \mathfrak{S}_{2}^{(2)}, \mathfrak{S}_{3}^{(2)}$ and $\mathfrak{S}_{4}^{(2)}$ is significantly different.

Let $\mathfrak{F}_{A}=\left\{f_{a}\right\}_{a \in A}$ be the family of mappings defined as follows:

$$
\begin{equation*}
f_{a}(x)=x+a \quad(x \in A) . \tag{59}
\end{equation*}
$$

Due to (46), any $f_{a}(a \in A)$ is an isotone mapping. Due to Axiom 4, for any set $A$ $(|A|>1)$ the set $\mathfrak{F}_{A}=\left\{f_{a}\right\}_{a \in A}$ is a commutative monoid of isotone mappings. Moreover, each mapping $f_{a}(a \in A)$ can be naturally extended on intervals and cones of the poset $(A, \leq)$.

Let us consider some consequences from the Axiom 5.
Due to Axiom 5, ( $A,-$ ) is a non-commutative magma, and the element 0 is the left zero and the right identity element of this magma.

Proposition 2. The magma ( $A,-$ ) is a non-associative magma.
Proof. Let's assume the opposite, i.e. that ( $A,-$ ) is an associative magma. Then for all elements $a, b, c \in A$ the following identity is true:

$$
\begin{equation*}
a-(b-c)=(a-b)-c . \tag{60}
\end{equation*}
$$

Substituting $b=0$ and $c=a$ in (60), and applying (36), (37) and (34), we get that for all $a \in A$

$$
a-(0-a)=(a-0)-a \Leftrightarrow a-0=a-a \Leftrightarrow a=0 .
$$

We get contradiction to the assumption that $|A|>1$.
Thus, the assumption that the magma $(A,-)$ is an associative magma is false.
Q.E.D.

Proposition 3. For all elements $a, b \in A$ the identity $(a-b)-a=0$ is true.
Proof. Substituting $c=a$ in (35) and applying (34) and (36), we get that for all $a, b \in A$

$$
(a-b)-a=(a-a)-(b-a) \Leftrightarrow(a-b)-a=0-(b-a) \Leftrightarrow(a-b)-a=0 .
$$

Q.E.D.

Let us consider some consequences from the Axioms 4-6.
Proposition 4. For all elements $a, b \in A$ the following identity is true:

$$
\begin{equation*}
a-(a+b)=0 \tag{61}
\end{equation*}
$$

Proof. Substituting $b=a$ and $c=b$ in (40), we get that for all $a, b \in A$ the following identity is true:

$$
a-(a+b)=(a-a)-b .
$$

Applying (34) and (36) to this identity, we get that for all $a, b \in A$ the identity (61) is true.
Q.E.D.

Theorem 3. For any elements $a, b \in A$ the following formula is true:

$$
\begin{equation*}
a+b=b \Leftrightarrow a-b=0 . \tag{62}
\end{equation*}
$$

Proof. Let's assume that $a+b=b$. Due to (61), $a-b=0$, i.e. formula

$$
\begin{equation*}
a+b=b \Rightarrow a-b=0 . \tag{63}
\end{equation*}
$$

is true.
It is evident that (41) can be rewritten as follows:

$$
\begin{equation*}
b+(a-b)=a+b . \tag{64}
\end{equation*}
$$

Let's assume that $a-b=0$. Due to (64), $a+b=b$, i.e. that formula

$$
\begin{equation*}
a-b=0 \Rightarrow a+b=b \tag{65}
\end{equation*}
$$

is true.
Formulae (63) and (65) imply that formula (62) is true.
Q.E.D.

Due to (44) and (62), the partial ordering " $\leq$ "on the set $A$ can be defined as follows:

$$
a \leq b \Leftrightarrow a-b=0 .
$$

Therefore, in terms of Sets Theory, binary operations " $\Delta$ "and "."defined by (14) and (15) can be naturally interpreted as the symmetric difference and the intersection of sets, respectively.

It seems actual to investigate in details the following special generalization of the subalgebra $\mathfrak{A}=(A ;\{0,+,-\})(|A|>1)$.

Let Atoms (|Atoms $\mid>1$ ) be some fixed finite or countable set, $\pi$ be some fixed partition of the set Atoms. The following sequence of sets can be defined:

$$
\begin{gathered}
X_{0}=\{\varnothing\}, \\
X_{1}=\left\{\left\{x_{i}\right\} \mid x_{i} \in \text { Atoms }\right\}, \\
X_{n}=\left\{S \subseteq \text { Atoms }| | S \mid=n \&\left(\forall x_{i}, x_{j} \in S\right)\left(x_{i} \neq x_{j} \Rightarrow x_{i} \nexists x_{j}(\bmod \pi)\right)\right\} \quad(n \geq 2) .
\end{gathered}
$$

Let

$$
A=\bigcup_{i=0}^{\infty} X_{i}
$$

The operation " + " on the set $A$ can be defined as follows. For any $x \in A$ we set $\varnothing+x=x+\varnothing=x$. For any $S_{1}, S_{2} \in \bigcup_{i=1}^{\infty} X_{i}$ the sum $S_{1}+S_{2}$ is determined if and only if $x \nexists y(\bmod \pi)$ for all $x \in S_{1}$ and $y \in S_{2}$. If the sum $S_{1}+S_{2}$ is determined, we set:

$$
S_{1}+S_{2}=S_{1} \cup S_{2} .
$$

It is evident that " + " is associative-commutative operation, and it is a partial operation if and only if $\pi \neq \mathbf{0}$.

The operation " -" on the set $A$ can be defined by identity:

$$
S_{1}-S_{2}=S_{1} \backslash S_{2} \quad\left(S_{1}, S_{2} \in A\right) .
$$

The operation "." on the set $A$ can be defined by identity:

$$
S_{1} \cdot S_{2}=S_{1} \cap S_{2} \quad\left(S_{1}, S_{2} \in A\right) .
$$

The relation $\leq$ of partial ordering on the set $A$ can be defined by the following formula:

$$
S_{1} \leq S_{2} \Leftrightarrow S_{1} \subseteq S_{2} \quad\left(S_{1}, S_{2} \in A\right)
$$

In fact, in terms of this Algebra $\mathfrak{A}=(A ;\{\varnothing,+,-\})(|A|>1)$, under supposition that $A$ is a finite set, sub-algebras of the Nominative Sets Algebra have been investigated in [21]. Moreover, it has been shown in [22] that if some linear ordering on the set Atoms is defined then quick algorithms for implementation operations of this Algebra can be designed.
4. Conclusions. In the given paper some researches related with the development of the Algebraic Aggregate Theory proposed in [17] are briefly presented. Examples considered in [18] and in this paper are a compelling argument for the possibility to apply this theory as a mathematical base for the construction and processing of data structures in mathematics and its applications, as well as in different Solvers and Theorem Provers. The use of this theory as some base in the study of nominative sets makes it possible to apply this theory effectively in the development and verification of software.
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