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Abstract. Whereas many studies have been done on forecasting different time series, it has always been associated 

with challenges such as uncertainty. For example, in financial time series, if we want to predict the price, due to the 

Non-stationary nature of the time series, forecasting will face false regression. To solve this problem, in this research, 

instead of price forecasting, trend forecasting has been done. In this case, since the subtraction operator has been used 

to calculate the trend, the effect of Non Stationary nature is removed and the issue of false regression is solved. In this 

research, using machine learning methods through the return forecasting approach, the trend in financial time series 

has been predicted. 

In this research, the effective features of the data of the last 10 years in the foreign stock market for the shares of 

several different companies have been examined and compared with the Benchmark index of the market, and after 

creating different machine learning models and maximizing the accuracy of the results, a satisfying application has 

been extracted to be used as an effective trading tool for traders. To train the model, random forests algorithm and 

Support Vector Machine, Feature Selection and Heuristic algorithms have been used. 

The evaluation of this model on the Foreign Stock market in recent years shows that not only the presented system 

can make effective predictions, but it is largely robust to market fluctuations and performs better than other existing 

methods. 
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Introduction 

So far, many studies have been done on the prediction of time series data, for example [1] used SVM to predict the 

daily path of stock price movements in Korea with a success rate of 56%. [2] used sequential pattern mining techniques 

to predict the share price and reached a success rate of 56%. [3] combined decision tree and neural network to predict 

the Taiwan stock market. Although their test data set was relatively small and only included several shares, the 

accuracy of their combined model reaches about 70%. According to some experimental studies [4], the prediction 

accuracy of several machine learning models (including C4.5, K*, logistic model tree, etc.) is in the range of 48% to 

54%. In [5], LSTM neural network was used and the accuracy reached 55%, and [6] used a convolutional neural 

network for prediction, and despite increasing the accuracy to 77%, it still does not perform well in some cases. All 

the mentioned studies have a common weakness and their availability in practice is still questioned. In their studies, a 

small amount of carefully selected and labeled stock data was used to train and test the model. Since the data does not 

cover all stocks and their movements in a stock market, the generalization of the model in real applications is reduced. 

The proposed system presented in this research is a modular system that includes different parts. The basic problem 

of this research is the prediction of stock market price movements. 

 

 

 

Fig.1. Representation of the system's architecture 

 

The main contribution of this research is the use of heuristic pattern recognition techniques and structural inspection 

to simulate the human perspective of technical analysts, which along with the SVM learning algorithm, balancing 

techniques, and the feature selection method has increased the accuracy of the algorithm performance. 

As shown in fig 1, the system designed and implemented in this research includes the following: 

• Preprocessing of historical data behavior with a heuristic algorithm 

• Forming the main data module including data and technical indicators 

• Model training tool and data module application to the learning algorithm and training 

• Interface to receive basic information from the user to predict 

• Forecasting and visualization of results and system evaluation 



Methodology 

In time series analysis, the main goal is to create a statistical model for time-dependent data, based on its historical 

data and this makes it possible to predict the future of the discussed phenomenon. In other words, time series analysis 

is creating a retrospective model to enable future decisions. The creation and application of statistical and stochastic 

models in the form of time series analysis have become very widespread today with the help of intelligent algorithms, 

and the result is models that, with flexible parameters, can predict the future using past parameters. This phenomenon 

also works in financial time series, including Commodity Stock Market, Foreign Exchange Market, and 

Cryptocurrencies. 

In this research, we are specifically focused on trend changes. Because it determines the general direction of the market 

in the asset price chart and is considered a powerful auxiliary tool for traders. 

Defining the meaning of the term "Trend" in [7] It has been stated that the long-term trend or tendency is the evolution 

of the studied variable in a long-term period, without taking into account the periodic, seasonal, and irregular changes. 

In this case, we ignore the time series fluctuations and pay attention to their overview. 

Because we intend to predict the price movements of a share at the end of the predefined period, we define four main 

classes based on the shapes of the closing prices of a share. 

Price behavior falls into one of the following categories: 

1. Rises (Increasing class) 

2. Drops down (Decreasing class) 

3. Remains almost constant (Unchanged class) 

4. Oscillates with high amplitudes (Unknown class) 

 

Please note that as the most important index, we consider Closing prices of the daily price chart as the main 

comparative criterion. 

In addition to changes in closing prices, we are also interested in calculating the relative return, which is the return 

achieved by an asset for a period of time toward the Benchmark. 

For a period of n days, the logarithmic relative return can be calculated as follows: 

𝑟𝑡 =  ∑ (ln(1 + 𝑓𝑖) − (ln(1 + 𝑏𝑖))𝑛
𝑖=1     (10) 

where 𝑓𝑖 and 𝑏𝑖  are the return of the asset and the return of the benchmark on the i-th day, respectively. 

In this research, we built the prediction model based on two different modes, the relative mode, and the absolute mode. 

In relative mode, relative returns are used instead of closing prices to identify stock patterns and assign labels. Because 

investors are often interested in outperforming the average(Benchmark). 

To predict the trend of time series, historical data pre-processing is done by the use of heuristic algorithms to involve 

morphological patterns in learning features to simulate the trades of technical analysts. This is processed after 

segmenting the data with the sliding window method and matching the pattern of the initial part of each window with 

the predefined patterns to recognize the window's total trend. Then using asset price data including opening and closing 

prices, high and low prices, the volume of transactions, and adjusted closing prices, as well as calculated technical 

indicators including simple moving average, exponential moving average, relative strength index, rate of change, and 

stochastic indicator to form the training matrix and then determine the targets with the calculation of relative return 

formula. Now the main data module is ready and we apply it to the learning algorithm. Here we have used the data 

balancing algorithm and then the SVM algorithm to train the data. 

The data balancing algorithm module is necessary because there are many windows labeled as unknown due to the 

majority of large fluctuations of the price movements that have caused unbalanced data. 



Usually, for each trading day in the training sample, we use price details, the closing price, the opening price, the high 

price, and the low price to train the learning models. If the interval of the sample model is 6, its feature dimension 

becomes 24. Since the features of the training sample can be developed by adding the technical indicators, this might 

cause high dimensionality and causes some delays. It's not apparent that other information such as volume and 

technical indicators have a positive effect on the learning performance of classifiers, feature selection techniques can 

be used to adjust their performance. This method has been widely used in stock forecasting systems. [8] 

Although many feature selection methods can be used, finding an optimal combination of features is still an NP-hard 

problem. In our system, we used the Forward Sequential Search method, which selects one of all candidates for the 

current state. This method is repeated and the first candidate that was selected is no longer possible to go back. This 

method does not guarantee an optimal result, but it has a high search speed. If the total length of the sequence is 𝑛, the 

number of search steps is bounded to 𝑂𝑛. Because our feature selection operates on one instance per working day, we 

need to modify this method slightly, which is that each time a candidate is selected, the features of the model interval 

will be added. 

The characteristics of each trading day in a training sample start with closing, opening, and high and low prices. The 

next step is as follows: 

𝐹𝑖
′ ≔ {𝐹𝑖 ∪ 𝑓𝑖

(𝑘)
∈ ℱ𝑖\𝐹𝑖|𝐽(𝐹𝑖 ∪ 𝑓𝑖

(𝑘)
)𝑖𝑠 𝑏𝑖𝑔𝑔𝑒𝑟}        (10)  

where ℱ𝑖 is the complete set of characteristics of the trading day i and J is an evaluation criterion. Here, we define the 

experimental risk of the trained model as J criterion and with the following formula: 

         𝐽 ≡ 𝑅𝑒𝑚𝑝(𝐻) = ∑ 𝕀(𝐻(ῦ𝑖), 𝑦𝑖)𝑁
𝑖=1          (10)  

where 𝕀() is an index function. 

In this research, we have used the SVM algorithm to train the data. The advantage of using the SVM is that it does 

not get stuck in local maximum while being simple and fast, and it also works well for high-dimensional data [11]. 

This method is one of the moderately new methods that outperformed other classification methods in recent years. To 

classify data with high complexity, we use the phi function to move the data to a space with much higher dimensions. 

To be able to solve the problem of very high dimensions using these methods, from Lagrange's dual theorem to convert 

the desired minimization problem to its dual form, where instead of the complex function phi that takes us to a high-

dimensional space, we use a simpler function called the kernel function, which is the vector multiplication of the phi 

function. [12] Different kernel functions can be used, including Exponential, Polynomial, and Gaussian kernels. In 

this research, we used two types of Polynomial and Gaussian kernel functions. The prediction results obtained for 

SVM with the Gaussian function are more accurate. 

 

Evaluation 

To evaluate the system, we followed the following steps: 

• Test settings 

• Evaluation of Absolute mode and Relative mode 

• Accuracy assessment in SVM algorithm with Polynomial kernel 

• Accuracy assessment in SVM algorithm with Gaussian kernel 

• Results by applying the Feature Selection algorithm 

 

 

 



Considering that our prediction system is based on several fixed prediction intervals, we need to build the learning 

model by considering feature selection. So we created a dataset for evaluation. For the data set, we randomly take 

30% of the samples according to each class for testing and use the remaining 70% for training. The models are trained 

using the SVM method. Because we set the class distribution to a relatively balanced state, Accuracy is a good 

measurement criterion for evaluation. In addition, since we randomly split the data 30/70, we repeated the experiment 

10 times, and their mean accuracy values were reported. Table 2 shows the results of different algorithms and their 

accuracies. 

 

 

Table 1. Comparison of prediction accuracy of different algorithms in two Absolute and Relative modes 

 

Relative Mode(%) Absolute Mode(%) Algorithm 

79.87 72.19 SVM (POLY)+FS1 

78.81 71.26 SVM (POLY)2 

79.87 72.19 SVM (RBF)+FS3 

79.87 71.52 SVM (RBF)4 

76.55 67.94 R.F.+FS5 

67.81 76.29 R.F6 

 

 

As evident in Table 2, the accuracy of the absolute mode is significantly less than the relative mode. In relative mode, 

the measurement is based on the market index. 

In this research, we evaluated the system's performance using the SVM algorithm with two different types of 

Polynomial kernel and Gaussian kernel. As can be seen, they have very minor differences in practice. In this study, 

the use of the Gaussian kernel has a better performance than the Polynomial kernel. The Gaussian kernel considers a 

better category for classes by mapping the data into a radial space. 

In general, we have got better results using the feature selection algorithm, although the effect is insignificant for some 

algorithms, in any case, it has a positive impact on reducing some delays of the algorithm. In the SVM algorithm, this 

positive effect is significantly observed, and in almost all modes, the accuracy of the trend prediction has improved 

by up to 1 %. It can be generally concluded that the accuracy of the results algorithm is increased in this method. 

The random forests model which has had the best function in recent studies has significantly less accuracy compared 

to the results of this research. 

                                                           
1

Support Vector Machine- Polynomial kernel with feature selection 

2 Support Vector Machine- Polynomial kernel without feature selection 

3
Support Vector Machine-RBF kernel with feature selection  

4
Support Vector Machine-RBF kernel without feature selection 

5
Random Forests with feature selection  

6
Random Forests without feature selection  



Conclusion 

In this study, to predict the trends of time series, we first started with historical data preprocessing. To simulate 

technical analysts' methods, we used heuristic pattern recognition algorithms. Then, using historical data details 

including opening and closing prices, high and low prices, traded volume and adjustment price, as well as technical 

indicators including simple moving average, removable average, relative strength index, the rate of change, and the 

stochastic indicator we set up a training matrix, and then with the relative return formula, the Target, and the main 

data module, was prepared and applied to the learning algorithm. In this study, we have used the SVM and data 

balancing algorithm along with the feature selection method for data training. By completing the training process and 

determining the parameters of the system, the new data is received and applied to the process of predicting. The 

performance of our learning models has surpassed many of the existing methods with the criterion of accuracy, due 

to the use of the combination of the SVM learning algorithm and data balancing and feature selection in an integrated 

process. As a result, our learning models are also robust to market fluctuations. 

 

Future Work 

We can try different methods to improve the system's performance. For example, system parameters can be improved 

with optimization methods, as well as combining them with other learning algorithms might be effective. In addition, 

our heuristic algorithms used for pattern recognition can be trained for more patterns. 
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