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Abstract– The initial step of the production chain in a food 
processing factory in Ecuador is the qualification of raw materials, 
which is overseen by the bromatological laboratory of a company 
that expects reliable and timely results. The laboratory process starts 
from the reception of the raw materials until the sending of the 
results to the areas involved. However, some stages of the process are 
more elaborated than others, causing delays in the delivery of the 
raw material qualification results, which subsequently continue into 
the production chain process. For this reason, productivity at each 
stage of the analytical process must be improved to reduce results 
delivery time. This work used the Monte Carlo simulation method to 
find the best scenario for increasing productivity in the bromatology 
laboratory. The findings show that productivity could increase from 
23% to 56% as long as the causes of delays in the analysis are solved. 
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I.  INTRODUCTION  

According to the National Chamber of Aquaculture (NCA) 
[1], in Ecuador, between January and November 2018, 506 
thousand MT of shrimp were exported, representing an increase 
of 15%, compared to the same period in 2017 and equivalent to 
USD 3,234.8 million. From December 2017 to June 2018, USD 
1.5 million were sold to Brazil, according to Pro Ecuador. At 
that time, the market was opened after a six-month court battle 
that overcame an 18-year sanitary barrier. 

 
This sector faced other challenges in 2019, reopening sales 

to Mexico and South Korea, both with health barriers. In 2017, 
South Korea was the fifth-largest destination and had been 
growing at a rate of 15% to 20% per year [1]. 
 

So far this year (data up to September 2019), the number of 
exported shrimps is 472 thousand MT with an amount of USD 
2,705.8 million.   Due to the increase in previous years, the 
demand and the production of shrimp feed, which provides 
solutions to the shrimp sector, have risen [1]. 

 

 Consequently, the amount of raw material received by the 
company under analysis has increased. This company's main 
activity focuses on producing and marketing feed for various 
aquaculture and agricultural species. It is located in Durán, a 
province of Guayas-Ecuador. 
 

The bromatological laboratory where this simulation was 
applied analyzes raw materials for their qualification (approval 
- rejection) before entering the process. Hence, the functioning 
of this laboratory is the first part of the whole production 
process of the plant. 
 
 
Description of the problem 
 

For each analysis in the bromatological laboratory, it is 
necessary to follow certain protocols and processes to fulfill the 
required activities. Each of these processes takes more time 
than others, so it is essential to identify the ones of vital 
importance to implement improvements and create a model that 
helps increase productivity in the laboratory. 
In recent months, as the demand for shrimp feed has risen, the 
amount of raw material received has also increased. Due to this, 
the results have been delayed- Therefore, an improvement is 
needed in the processes of receiving and analyzing the samples. 
 

In this regard, the present work focused on the elaboration 
of a statistical model of simulation to reduce results delivery 
time and improve productivity in a bromatological laboratory. 
 

According to [2], simulations are used in the industry to 
predict the consequences of making certain decisions such as 
inventory control, maintenance plans, resource location, sales 
or demand prediction, etc. In addition, simulations allow 
complex problems to be solved, although the results are an 
approximation of the solution. 
 
 
Scope 
 

This study only applies to a bromatological laboratory in 
Durán, province of Guayas, Ecuador. 
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The data for this study were obtained from the same site 
where the analysis processes are executed, and each stage of the 
analysis was observed for the measurement of times. The data 
were taken in September 2019. In addition, the causes of the 
delay problem were measured through cause-effect analysis and 
a Pareto chart indicating the frequencies of the causes of the 
delays. Finally, simulations were carried out using historical 
data under different scenarios to observe the degree of 
improvement that could be obtained in the process. 
 
 

II. LITERATURE REVIEW 

Simulation Stages 

The stages of a simulation are described below: 
 

 
Fig. 1 Flowchart of a Simulation 

Definition, description of the problem. Plan. 

In this first stage, the objectives of the simulation must be 
identified. Also, the measurement indices have to be specified 
to determine the effectiveness of the system under study. 
Finally, specific objectives of the models and the systems to be 
modeled through the simulation must be defined. 

 
 
Formulation or construction of the model. 

Once the expected results of the study are set, it is 
necessary to define and build a model to obtain the desired 

results. However, it must be considered that the purpose is not 
to develop the model itself but instead that it must solve the 
problem to reach the desired goal. 

In this stage, the variables that are part of the model, their 
logical relationships, and the flow charts that fully explain the 
model must be defined. 
 

A simulation model refers to a set of hypotheses that 
describe the functioning of a system expressed as mathematical 
and/or logical relationships between various elements that make 
up the system [3]. 
 
Model verification. 

It is necessary to confirm that the simulated model meets 
the design requirements for which it was built. That is, it must 
be verified that the simulation model follows the 
specifications of the conceptual model. 

 
Model validation. 

During this stage, it is necessary to assess the differences 
between the simulation and the real system. Also, the 
correctness of the working hypotheses and the precision of the 
data must be checked. Furthermore, the structural assumptions 
established at the beginning and their statistical considerations 
have to be validated [14]. 
 
Analysis of results. 

In this stage, the results generated by the simulation are 
interpreted, and decisions are made. Therefore, the results 
should collaborate with the decision support system to make 
semi-structured decisions. 
 
Monte Carlo simulation. 

Monte Carlo Simulation is a computerized mathematical 
technique that uses randomly generated numbers and inverse 
probability distributions [4]. The Monte Carlo simulation can 
show the extreme possibilities. It also allows observing all the 
possible scenarios of the decisions made and evaluating the 
impact of the risk. Therefore, it is possible to achieve the best 
decision-making under a certain uncertainty, even to analyze all 
the potential consequences of the possible scenarios during the 
simulation before making decisions. 

 
Monte Carlo simulation performs risk analysis by building 

models of possible outcomes using a range of random values (a 
probability distribution) for each factor with inherent 
uncertainty. 

 
In computing, the sequences of random numbers used are 

pseudorandom since they are generated by an algorithm that 
ensures that the sequence is sufficiently unpredictable and does 
not repeat itself in very short cycles. These algorithms use a 
seed or starting number as the starting point for generating the 
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sequence. Furthermore, this sequence of random numbers is 
usually constructed with a uniform distribution within the 
interval (0,1). 

 
According to the recommendations made by [5] and [6], the 

pseudorandom numbers (iterations) that can be generated for 
the simulation must be determined. In this way, the simulation 
is carried out by the sample size, the classes, and the quantity 
of the set of pseudorandom numbers. 

 
Generally, in statistics, random models are used to simulate 

phenomena that contain a certain random component. However, 
the Monte Carlo method considers a random or pseudorandom 
event to study the model. [7] 

 
Next, some statistical concepts helpful in understanding 

these methods are defined. First, the probability distribution 
function (PDF) of a variable x (p(x)) is a function that contains 
the probability of success for each value of x. This function 
must not have negative values as a condition and must be 
normalized (transform to proportions without measurement 
units that allow elements of different variables and different 
measurement units to be compared.) within an interval 
(xmín,xmáx)[18]. 
 

𝒑(𝒙) ≥ 𝟎   ≡     𝒑(𝒙)𝒅𝒙 = 𝟏
𝒙𝒎á𝒙

𝒙𝒎í𝒏

 

 

The cumulative probability function (CPF) of a variable x 
is a function that contains the probability of success within an 
interval [xmín, x]. Therefore, it is a monotone increasing 
function with initial value P(xmín)=0 y P(xmáx)=1 [18]. 
 

𝑷(𝒙) ≡ 𝒑(𝒙 )𝒅𝒙′
𝒙

𝒙𝒎í𝒏

 

 
The generating function to be used as a probability 

distribution function (PDF) must present a form similar to the 
distribution of the elements of the sample for the classes to be 
calculated under predetermined conditions. 

 
Steps to Build the Monte Carlo Simulation 

The steps to follow for the application of the Monte Carlo 
simulation [9],[10],[12]; adapted for the construction of the 
model, are the following: 

 
 Identify the probability distributions with their appropriate 

parameters for each stochastic variable. In this case, these 
are the analysis service volumes. This is explained in the 
identification of input and output variables. 

 Calculate the correlations between the independent 
variables using a correlation matrix and other techniques. 
Include possible dependencies between variables. 

 Build the model, checking all its assumptions. 
 Generate random or pseudorandom numbers, which, as 

indicated above, are from 0 to 1. 
 Feed the stochastic processes or the inverse probability 

distributions with the random numbers to determine to 
which class each probability belongs (random number). 

 Calculate the number of simulations. The larger the 
number of simulations, the better, based on the law of large 
numbers. Each run is a possible and consistent scenario 
based on the assumptions established in the model. 
Therefore, each result must be saved. In this study, 
calculations of the number of simulations were performed. 
 
The number of runs of a simulation depends a lot on the 

distribution to be simulated, in addition to the goodness of the 
random number generators U(0.1) used and the conditions with 
which the simulation started. In general, the number of 
simulations is calculated using the formula: 
 

𝑛 =
𝜎 𝑍 /

𝜀
 

 
In which: 
Z→ Normal statistic for a given α 
ε→ Standard error or absolute deviation allowed on the sample 
of the distribution to be simulated 
σ2→ Variance of the distribution to simulate 
 
In the event that the mean and variance of the distribution to be 
simulated are obtained from a population n1 of 30 data points or 
less, then this calculation is modified, and the following 
equation is used: 

 

𝑛 =
𝑠 𝑡 , /

𝜀
 

 
In which: 
t→ t-student distribution statistic  
ε → Standard error or absolute deviation allowed on the 
sample of the distribution to be simulated 
s2→ Estimator of the variance of the distribution to be 
simulated 
 

Both formulas can be used only when the information from 
which the estimators are obtained statistically follows a normal 
distribution [13]. If the analyzed data follow any other 
distribution, Chebyshev's theorem must be used so that the 
number of runs is calculated by the equation: 
 

𝑛 =
𝑚

𝛼
 

 
In which: 

(1) 

(2) 

(3) 

(4) 
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m2→ Maximum standard deviation allowed on the mean of the 
distribution to be simulated  
α→ Allowable probability of error  
 

The optimal number of runs of a model with some 
probability variables is obtained by executing the calculation 
for each one of them, and the largest is selected; then, this is the 
number of simulations of the model [2]. 
 
Recent research 

Recent research on Monte Carlo simulations was reviewed 
to arrive at the desired results. 
 

In the work of [17], an analysis of the Monte Carlo 
simulation was carried out as a tool to solve equations where 
the necessary variables are not known exactly; however, the 
ranges of the real data of these variables are known. The author 
used random number generation methods and frequency 
histograms. A spreadsheet was utilized for the Monte Carlo 
simulation in addition to a simulation called "MCP," which uses 
equations of great importance in the oil field. Using 
spreadsheets to perform a Monte Carlo simulation is a 
commonly used tool that allows any equation to be solved. The 
only problem is that many steps and checks for the correctness 
of the equations need to be performed before ensuring that the 
simulation is successful. 
 

[7] focused on the Monte Carlo simulation applied to the 
inventories of an oil service company. The stages of the Monte 
Carlo simulation were defined, emphasizing the construction of 
a probability distribution and generation of random numbers. 
Also, the variables that influence the inventory were detailed. 
Consequently, it was determined that the Monte Carlo 
simulation is not a precise but a very close approximation to the 
real system. The more data generated, the greater its accuracy. 
 
Description of the Work Area 

The present work focused on the laboratory analysis 
activities explained in Fig. 2. 

 
 Sample registration: Every sample admitted to the 

laboratory must be registered in a form to evidence its 
reception and further analysis. 
 

 Sample homogenization: It is necessary to reduce the 
sample size and ensure that the resulting mixture represents 
the number of bags or bulk trucks previously sampled. 
Generally, the sample that arrives at the laboratory varies 
between 1 to 3 kg, and in the analysis, only approximately 
10 g or less is needed. 
 

 
 

 

Fig. 2   Laboratory Analysis Process Diagram 

 Sample grinding: some raw materials arrive in grains or are 
too coarse, so they must be ground to reduce their particle 
size and proceed with their respective analysis. If the 
samples are fine powders, grinding is not necessary. 
 

 Sample entry: it is crucial to enter all the relevant 
information about the product, such as supplier, batch, 
production and expiration dates, and so on, into the 
respective system. 
 

 Sample preparation: the instrument sample holders must be 
clean and in good condition to prepare the sample. It is also 
essential to place the correct amount of sample so that the 
NIR (Near Infrared Reflectance) analysis is accurate with 
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no prediction errors in the results. NIR technology involves 
a beam of light interacting with a material, where 
electromagnetic radiation occurs in the form of waves. 
 

 Sample analysis: the sample holder is placed inside the 
NIR instrument and the instrument is allowed to run to 
obtain the results. 
 

 Data storage: since the system of these analyzes is 
automatic; the results are expected to be stored in the 
respective database. 
 

 Results delivery: the areas involved in this process are 
informed through email if the raw material meets the 
specifications and can be stored in the warehouses; or if the 
raw material is rejected and the truck containing the 
product is sent out of the plant. 

 
This study focused on the processes starting from sample 

entry until the sending of the results (marked red in Figure 2), 
considering that no changes could be made in the previous 
processes since they are vital in the laboratory. 

 

III. IMPLEMENTATION 

The input variables and the output variable are identified 
as it follows: 
 
Input variables 
 

Sample entry time includes entering all the raw material 
information, such as supplier, production and expiration dates, 
etc., into the system, which is an online database platform. This 
is the initial stage of the analysis before starting sample 
preparation. This variable is identified as Tin. 
 

Four distributions were tested to determine which one fits 
the behavior of the data of the variable Tin through the following 
hypothesis test: 

 
 
H0: ≥0.05: The data follows an X Distribution. 
H1: <0.05: The data does not follow an X Distribution. 
 
 

TABLE I. P-VALUE OF THE VARIABLE DATA ENTRY TO THE 
SYSTEM 

Distribution P-value 
Normal 0.025 

Exponential <0.003 

Weibull 0.028 

Gamma <0.005 

 

 
The null hypothesis was rejected according to the p-values 
shown in Table I. Therefore, it could be inferred that none of 
the proposed distributions fit the behavior of the data of the Tin 
variable. Consequently, it was calculated as an Empirical 
Distribution: 

f(𝑥) =

⎩
⎪
⎪
⎨

⎪
⎪
⎧

0.15; 2.25 ≤ 𝑥 < 2.75
0.10; 2.75 ≤ 𝑥 < 3.25
0.05; 3.25 ≤ 𝑥 < 3.75
0      ; 3.75 ≤ 𝑥 < 4.25
0.35; 4.25 ≤ 𝑥 < 4.75
0.10; 4.75 ≤ 𝑥 < 5.25
0.15; 5.25 ≤ 𝑥 < 5.75
0.10; 5.75 ≤ 𝑥 < 6.25

 

 
Sample preparation time refers to the time it takes for the 

analyst to place the sample in the sample holder cells. This stage 
is performed after entering the sample data into the system and 
before performing the NIR analysis. This variable is identified 
as Tpr. 
 

TABLE II.  P-VALUE OF THE SAMPLE PREPARATION TIME 
VARIABLE  

 

 

 
 
 

 
According to the p-values from Table II, the behavior of 

the data could be adjusted to a Normal or an Exponential 
Distribution since they have values of ˃0.05. However, the 
highest p-value was taken, so there was statistical evidence to 
reject the null hypothesis. Therefore, the data for the Tpr 
variable were considered to follow a Normal Distribution. 
 

Sample analysis time corresponds to the time it takes for 
the equipment to get the results of the analyzed sample. The 
analysis, per se, is carried out after the preparation of the sample 
until the results are obtained. This variable is identified as Tan. 

 
TABLE III. P-VALUE OF THE SAMPLE ANALYSIS VARIABLE 

Distribution P-value 

Normal 0,78 

Exponential <0,003 

Weibull <0,003 

Gamma <0,005 

 
According to the p-values from Table III, there was no 

statistical evidence to reject the null hypothesis. Therefore, the 
data for the Tan variable were considered to follow a Normal 
Distribution. 

Distribution P-value 

Normal 0,074 

Exponential 0,067 

Weibull 0,056 

Gamma 0,045 
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Data storage time is the time it takes for the system to 

capture the results of the analysis. This step is automatic, 
including from the moment the results are released to when they 
are stored in the database. This variable is identified as Tal. 
 

TABLE IV. P-VALUE OF THE DATA STORAGE TIME VARIABLE IN 
THE SYSTEM 

 
 
 
 
 
 
 

 
According to the p-values shown in Table IV, the data of 

the Tal variable were considered to follow a Normal 
Distribution. 
 

Results delivery time corresponds to the time it takes for 
the analyst to prepare and send a report of the results by email. 
It is measured from the time the results are stored in the 
database to when the email to all interested parties is sent. This 
variable is identified as Ten. 
 

 
TABLE V. P- VALUE OF THE VARIABLE RESULTS DELIVERY TIME  

 

 

 

 

 
According to the p-values seen in Table V, the data could 

follow a Normal Distribution, the Weibull distribution, or the 
Gamma distribution. However, in this case, the highest p-value 
was taken, so there was no statistical evidence to reject the null 
hypothesis. Therefore, the data of the Ten variable were 
considered to follow a Normal Distribution. 
 
Output variable 
 

The data obtained from the measurements between the 
months of September and October 2019 are presented as mean 
values of the minutes taken to perform an analysis 
(minutes/analysis). This variable is identified as Mnts. 
 

Subsequently, this output variable was transformed in 
terms of productivity (number of tests/day of work). It should 
be noted that the working hours are from 8:00 a.m. to 5:00 p.m. 
with a lunch break from 1:00 p.m. to 2:00 p.m., that is, eight 
working hours (480 minutes). The transformation was carried 
out using the following formula: 

 

𝐴𝑛a𝑙𝑦𝑠𝑖𝑠

𝑑ay
=

480 𝑚𝑖𝑛/𝑑ay

𝑛 𝑚𝑖𝑛/𝑎𝑛a𝑙𝑦𝑠𝑖𝑠
=

480

𝑛
𝑎𝑛a𝑙𝑦𝑠𝑖𝑠/𝑑ay 

 

 TABLE VI. P-VALUE OF THE OUTPUT VARIABLE MNTS 
(MINUTES/ANALYSIS) 

 
 
 
 
 
 

 
 

According to the p-values from Table VI, the data could follow 
a Normal distribution, the Weibull distribution, or the Gamma 
distribution. In this case, the highest p-value was taken, so there 
was no statistical evidence to reject the null hypothesis. 
Therefore, the data of the output variable Mnts were considered 
to follow a normal distribution. 
 
Calculation of correlations 
 
With the data obtained through the measurements of the times, 
the model of the initial situation in the laboratory was 
constructed. As a first step, we elaborated a correlation matrix 
to determine any problem of multicollinearity between the 
variables: 
 

 
Fig 1. Correlation matrix of the data of the initial situation  

 
Since the values of the variables in the correlation matrix were 
not very high (Fig. 3), there were no multicollinearity problems. 
Hence, we could build the corresponding model by checking all 
its assumptions. 
 
 
Model Construction 

A proposed statistical model was carried out to possibly 
determine the initial situation of the laboratory. In this case, a 
variable selection method was applied through stepwise 
elimination, which starts without eliminating any variable (Start 
AIC); then, variables are eliminated or included until a model 
is obtained by selecting the best predictor variables with the 
Akaike measurement (AIC) of lower value. 
 

Distribution P-value 

Normal 0,274 

Exponential <0,003 

Weibull 0,219 

Gamma 0,251 

Distribution P-value 

Normal 0,355 

Exponential <0,003 

Weibull 0,251 

Gamma 0,205 

Distribution P-value 

Normal 0,689 

Exponential <0,003 

Weibull <0,003 

Gamma <0,005 
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Fig. 4  Akaike measurement to determine the significant variables in the 

model of the initial situation in the bromatological laboratory 

According to Fig 4, in the Akaike measurement, the lowest 
AIC (-58.236) was found with all the initial variables (<none>), 
while eliminating any of the variables increased the AIC value. 
Hence, this indicates that the best model proposal adjusted to 
the reality of the system is the one with no eliminated variables. 
For this reason, we could preliminarily point out that the linear 
regression model proposed for the initial situation of the 
laboratory would be: 
 

Minutes/analysis = β0+β1Tin+β2Tpr+β3Tan+β4Tal+β5Ten 

 
With this background, we determined the coefficients β0, 

β1, β2, β3, β4 y β5 through the following hypothesis test with 0.05 
significance: 

 
H0: β0 = β1 = β2 = β3 = β4 = β5 = 0 
H1: β0 ≠ β1 ≠ β2 ≠ β3 ≠ β4 ≠ β5 ≠ 0 
 

 
Fig. 5 Proposed statistical model of the initial situation of the bromatological 

laboratory 

The p-value of the model was significant (2.26e-11), so the 
null hypothesis was rejected. Therefore, we could indicate that 
at least one of the partial regression coefficients differed from 
0. The coefficients for the proposed model could be observed 
as follows: β0=2.54752, β1=0.55505, β2=0.42001, β3=0.57742, 
β4=0.55198, and β5=0.41288. 

 

The proposed linear regression model had an R2 of 0.9799, 
so this model could explain 97.99% of the observed variable 
(minutes/analysis).   

 
All the associated assumptions were tested, such as 

linearity, independence, homoscedasticity, normality of the 
residuals, and non-collinearity, to validate the regression 
model.  
 
Simulation Verification 
 

In this stage, a pilot test of 20 simulations was carried out. 
Furthermore, 20 random numbers considered initial data were 
generated, and the inverse probability distributions were fed 
with these generated random numbers to determine to which 
class each probability belongs (random number). This was 
performed for each variable in the model. The results were then 
obtained by applying the regression model to compare the 
output variable of the real system vs. the pilot simulation. 
 

 
Fig. 6 Comparison of the Real System vs. Pilot Simulation (Minutes/analysis) 

As seen in Figure 6, the slopes of the real system and the 
pilot simulation of the output variable (Minutes/analysis) were 
very similar, which indicates no difference between both. 
Additionally, it suggests the feasibility of carrying out a greater 
number of simulations. 
 
Calculation of number of simulations 

The number of simulations must be determined for each of 
the input variables used in the simulation model. 
 

Since the data for the Tin variable follow an empirical 
distribution, the following equation was used: 
 

𝑛 =
𝑚

𝛼
 

 
Where: 
m: Standard deviation = 1.29 
α:  Allowable probability of error = 0.05 
 
Then: 
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n =
1.29

0.05
= 33.282 ≅ 𝟑𝟑 

 
Considering that the data for the Tpr  variable follow a Normal 
distribution with an amount of data less than 30, the following 
equation was used: 

𝑛 =
𝑠 𝑡 , /

𝜀
 

 
Where: 
s2: Variance = 0.34 
ε: Standard error = 0.076 
t19, 0.05: t-student distribution statistic = 2.093 
 
Then: 
 

n =
0.34 (2.093)

0.076
= 87.674 ≅ 𝟖𝟖 

 
Given that the data for the Tan variable follow a Normal 
distribution with an amount of data less than 30, the following 
equation was used: 
 

𝑛 =
𝑠 𝑡 , /

𝜀
 

 
Where: 
s2: Variance = 0.97 
ε: Standar error = 0.217 
t19, 0.05: t-student distribution statistic = 2.093 
 
then: 

n =
0.97 (2.093)

0.217
= 87.531 ≅ 𝟖𝟖 

 
Considering that the data for the Tal variable follow a Normal 
distribution with an amount of data less than 30, the following 
equation was used: 

𝑛 =
𝑠 𝑡 , /

𝜀
 

 
Where: 
s2: Variance = 1.31 
ε: Standar error = 0.293 
t19, 0.05: t-student distribution statistic = 2.093 
then: 
 

n =
1.31 (2.093)

0.293
= 87.568 ≅ 𝟖𝟖 

 
Finally, given that the data for the Ten variable follow a 

Normal distribution with an amount of data less than 30 the 
following equation was used: 
 

𝑛 =
𝑠 𝑡 , /

𝜀
 

 
Where: 
s2: Variance = 1.09 
ε: Standar error = 0.244 
t19, 0.05: t-student distribution statistic = 2.093 
Then: 
 

𝐧 =
1.09 (2.093)

0.244
= 87.420 ≅ 𝟖𝟕 

 
So for this study, we need to run a total of 88 simulations..  

 

Validation of the Initial Situation Model 

Table VII shows the summary of the descriptive statistics of 
the response variable (minutes/analysis), as well as the 
transformation in terms of productivity of the data obtained 
from the simulation and the real measurements. 
 
 

TABLE VII. STATISTICAL SUMMARY OF THE MINUTES PER 
ANALYSIS AND THE NUMBER OF DAILY ANALYSES OBTAINED 

THROUGH THE REAL DATA AND THE SIMULATION. 

 

 

 

 

 

 
 
 

The decision variable in this study was the number of daily 
tests obtained from the response variable minutes per test. In 
table VII, the mean values varied very little. The median values 
were almost identical, while the standard deviation was 
somewhat lower in the simulation than in the real system. 
 

Finally, a Chi-square goodness-of-fit test was performed to 
determine if the proposed model was described well enough by 
comparing the expected and observed frequencies in the 
simulation. The Chi-square test of goodness of fit is described 
below.  
 

H0: The proposed model fits the real system 
H1: The proposed model does not fit the real system 

 
TABLE VIII. CHI-SQUARE GOODNESS-OF-FIT TEST 

 
 

Statistics 
Minutes/analysis Analysis/day 

Real Simulation Real Simulation 

µ 10,25 10,29 47,5 47,1 

σ 1,25 1,05 5,9 4,9 

Mín 8,14 8,00 38,0 37,5 

Máx 12,63 12,37 59,0 55,1 

Median 10,32 10,31 46,5 46,5 

Q1 9,23 9,67 43,0 43,9 

Q3 11,16 10,92 52,0 49,7 

N GL Chi-cuad. P-value 

88 5 3,62879 0,604 
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According to the values obtained in Table VIII, the p-value 
was greater than 0.05, with no statistical evidence to reject H0. 
Therefore, we could indicate that the proposed model of the 
initial situation in the laboratory fits the real system. 
 

IV. RESULTS  

After applying the Cause-effect diagram and the Pareto 
chart, it was determined that the main cause of the productivity 
problem in the bromatological laboratory is the slow internet 
speed. Several departments share the network simultaneously, 
which causes slowness when performing the analyses. This 
delays the processes of entering data, analyzing samples, 
storing data, and sending the results by email.  
 

It is important to mention that in experiments carried out in 
the laboratory, it has been possible to verify a reduction in the 
percentage of time of the activities with different scenarios. 
Each scenario shows the increment or decrement of the network 
speed according to the number of connected users. 

 
For this reason, the simulation was carried out in three 

scenarios: most likely, optimistic, and pessimistic, which 
include, through historical data, changes in the values of sample 
entry time, sample analysis time, data storage time, and results 
delivery time variables (Tin, Tan, Tal y Ten, respectively). These 
times are directly related to the speed problem of the network 
used in the laboratory. 
 

The values of the sample preparation time variable (Tpr) 
continue with the same characteristics since they cannot be 
changed under any circumstances. 
 

TABLE IX. SUMMARY OF THE SIMULATIONS IN DIFFERENT 
SCENARIOS 

Statistic 
Most likely Scenario Optimistic Scenario Pessimistic scenario 
Minutes/ 
analysis 

Analysis
/ day 

Minutes/ 
analysis 

Analysis
/ day 

Minutes/ 
analysis 

Analysis
/ day 

Mean 8,41 59 6,61 75 11,80 41 
Increase -18% 23% -36% 56% 15% -15% 

 
Table IX shows the means and how they increase or 

decrease according to their behavior during the execution of the 
simulations: 

 
Most Likely Scenario: with the proposed model, the values 

of the variables Tin, Tan, Tal, and Ten were reduced by 25% using 
historical data when the network was shared with some users of 
another department. Then, we checked if the simulated data of 
the Tin, Tan, Tal, and Ten variables followed the same 
distributions as the real data. All variables were found to fit the 
distributions of the original data. 

 
Applying the model, the output variable shows that generally, 
in the analysis time, there can be a decrease by 18% when the 

network works at "normal" speed, and there is not much 
demand for users. So, the number of daily tests could increase 
by 23%. 
 

Optimistic Scenario: with the proposed model, the values 
of the Tin, Tan, Tal, and Ten variables were reduced by 50% using 
historical data when the network worked without users of 
another department. In addition, it was found that all the 
distributions of each of the Tin, Tan, Tal, and Ten variables fit the 
distributions of the original data correspondingly. Applying the 
model, the time per analysis can be reduced by 36% when the 
network works at a "high" speed, and there is no demand from 
other users. Thus, the number of daily tests could increase by 
56%.   
 

Pessimistic scenario:  with the proposed model, the values 
of the Tin, Tan, Tal, and Ten variables increased by 20% using 
historical data when the network was slow and was shared with 
all users of another department. In addition, it was found that 
all the distributions of each of the Tin, Tan, Tal, and Ten variables 
followed the respective distributions of the original data shown 
above. In this scenario, the variable time per analysis can 
increase by 15% when the network works at a "slow" speed, 
and there is a high demand for users. Therefore, the number of 
daily tests could decrease by 15%.   
 

According to the values obtained, the optimistic scenario is 
the one with the greatest increase in productivity, up to 56%, 
given that the minute/analysis variable decreased up to 36%. 
However, productivity could be reduced if the times of the 
variables used in the model are reduced by less than 50%, as in 
the most likely scenario. Therefore, we would have more 
minutes per analysis and consequently less daily analysis. 
 

 

IV. CONCLUSIONS 

By addressing the root cause of lab result delivery delays 
(slow network speed), productivity, in terms of daily tests, can 
increase by up to 56%, avoiding additional costs such as 
overtime paid to laboratory analysts. However, the network 
speed will depend on the users connected and the resources the 
company wants to invest in increasing its capacity. 
 

Both the real system data and the simulations in each 
scenario are based on historical data. The input and output 
variables were verified to ensure they followed the same 
behavior as the data of the real system. 

 
In the present study, the Monte Carlo simulation was 

designed by applying each of its stages to sufficiently describe 
the real system of the data gathered. 
 

Productivity, in terms of daily tests, can increase from 23% 
to 56% if we consider the times of input variables of the most 
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likely scenario and the optimistic scenario, which is possible as 
long as the network is not shared with other departments so that 
its speed does not drop. Another possibility may be to have a 
dedicated network for the laboratory. 
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