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Abstract— This paper aims at discussing visions and research
directions to investigate the value of data centers flexibility
within sustainable electrical energy systems. While optimizing
the energy consumption and task scheduling within data centers
located in different time zones and connected at national and
international level, it is possible to balance the local power grids,
to allow a better penetration of intermittent renewable energy
sources, and a more economical way to address peak demand by
avoiding or postponing costly investments in network expansion.
Challenges and opportunities that lie behind the exploitation
of data centers flexibility within sustainable electrical energy
systems will be discussed. An interdisciplinary approach to tackle
these kind of problems will be proposed, and visions for a novel
framework called VEDA (moVE DAta to balance the grid) will
be outlined.

Index Terms—Data centers, Mathematical optimization,
Scheduling, Power systems, Energy markets, Demand Response

I. INTRODUCTION

Data centers (DC) contain thousands and maybe tens of
thousands of servers that are interconnected in different struc-
tures and architectures to meet the growing computing and
storage requests. Undoubtedly, data centers play an important
role in our society today. Various services such as entertain-
ment services, big data analysis, medicine, cyber-physical sys-
tems, scientific and engineering computing, e-commerce, etc.
are all somehow connected to data centers and used for their
services [1]. With the expansion of the global economy and
the pervasiveness of the Internet, the trend of using data center
services has also increased significantly. The computation and
storage resources are added to the data centers annually in
order to meet the needs. Data centers have been replicated in
different places with different time zones in order to increase
the quality of services (QoS). This increase in usage and
adding extra resources has led to different challenges and

problems. It also affects various aspects such as increasing
energy consumption, and consequently rising data center costs,
environmental impacts, and increased carbon dioxide emis-
sions. Moreover, it puts pressure on the local power grid
(especially at peak hours) that may cause fluctuations. One
way to reduce the load on the local power grid is not only to
manage and reduce energy consumption in data centers, but
also utilize the data centers flexibility within demand response
programs.

Fig. 1. Energy consumption distribution of data centers [2]

As can be seen in Fig. 1, the highest percentage of energy
consumption in a data center is related to the servers power
consumption and cooling systems energy consumption, which
together account for about 80% of the total energy consump-
tion of a data center [2]. This high percentage indicates the
importance of planning and managing energy consumption
in data centers. Various solutions have been proposed to
minimize the energy consumption of data centers, in order



to eliminate the burden on the local power grid and reduce
the server cost. Some of these solutions have been in the
field of energy management, and others in the field of energy
optimization.

II. RELATED WORKS

Energy management solutions refer to managing the energy
consumption of server resources. If a resource is unused, it is
temporarily deactivated so that no extra energy is consumed.
Various studies have been done in this field such as [3]–
[5]. PowerNap [6] proposes two fixed states: Nap and Active.
When the workload is low, resources are taken to Nap state,
otherwise the Active mode is switched. This way it is possible
to accommodate workload variations. KnightShift [7] is a het-
erogenous server architecture that has active low power nodes
(Knight). When the workload is low, KnightShift mechanism
puts all servers into deep sleep, except Knight nodes and low-
load tasks being served by Knight nodes. SleepScale [8] is
a framework that uses different stages of sleep. On the other
hand, to avoid wasting time and energy, it has included several
other intermediate stages between the deep sleep phase and the
active phase. This way, when the server is idle, it will gradually
and step by step go into a deep sleep. Another mechanism
used to manage the energy consumption in data centers is
the dynamic voltage and frequency scaling (DVFS) method.
If there is no workload on the CPU, its frequency is reduced
to consume less power. In Pegasus [9], the request latency is
monitored and calculated periodically. If a deadline violation
happens, it increases the CPU frequency to the maximum, so
that it can meet the objectives. But if the latency is less than
65% of the given time budget, the CPU frequency will be
reduced.

On the other hand, in energy optimization solutions, all
efforts are made in the field of optimal use of data center
resources, such as CPU, Memory, Network equipment, etc.
In the data center, even at peak loads, only 20-30% of the
server’s CPU power is utilized [8]. Using servers with this low
utilization means wasting energy. One of the most common
methods used to enhance server resources utilization in data
centers, is task scheduling. Using some efficient algorithms,
tasks are distributed among server resources, so that all re-
sources have the same load. This will both increase resource
efficiency and guarantee the quality of services. Various work
has been done on scheduling tasks in data centers, especially
cloud computing [10]–[13]. Some of them focus on optimal
resource management and fair distribution of tasks between
different resources. Others have benefited from the transfer
of tasks to other data centers in different geo-locations, in
addition to the local schedule. Chen et al. [14] schedule
cloud computing tasks on data centers equipped with on-site
Renewable Energy Sources (RESs) to maximize the amount of
green energy used. Chen et al. [15] investigate the feasibility of
using data centers to offer Demand Response (DR) via server
consolidation and dynamic server power capping. In [16]
Greenware was proposed as a dispatch system that coordinates
the workload assignment of incoming requests among a set of

available data centers. Mohsenian-Rad et al. [17] proposed a
linear programming approach to reduce the maximum power
flow in the power grid, by scheduling the interactive type
workload to geo-distributed data centers.

A. Paper objectives and key contributions

The proposed paper aims at providing an introductory
overview of potential solutions and techno-economic ap-
proaches, to investigate the value of data centers flexibility
within sustainable electrical energy systems. While optimizing
the energy consumption and task scheduling within data cen-
ters located in different time zones and connected at national
and international level, it is possible to balance the local power
grids, to allow a better penetration of intermittent renewable
energy sources, and a more economical way to address peak
demand by avoiding or postponing costly investments in
network expansion. In light of the most recent literature in
the field, the proposed paper aims at illustrating challenges
and opportunities that lies behind the exploitation of data
centers flexibility within sustainable electrical energy systems.
Considering the identified challenges and opportunities, the
paper will discuss visions for a preliminary novel design of
an integrated, robust, and energy aware framework that, in
addition to managing and optimizing the energy consumption
in data centers, can also balance the pressure on the local
power grid. An interdisciplinary approach will be introduced,
outlining the main disciplines to be involved in such a study.
Different strategies will be discussed, to reduce the data
centers energy consumption and exploit data centers flexibility
within demand response programs that will balance the power
grid, and allow a higher penetration of renewable resources,
as well as a better and more stable service for the final energy
users. Finally recommendations for future research directions
will be drawn, by also discussing the overall potential for
academic and societal impact of such solutions.

III. DATA CENTERS FLEXIBILITY WITHIN THE POWER GRID

This section discusses the types of data centers, their
applications, operations, and the reasons for the importance
of studying them from energy consumption perspective. The
data centers flexibility within the power grid can be practical
and basically have opportunities in some ways, and naturally
it will also be challenging in others. From this point of view,
challenges and opportunities of data centers flexibility within
the power grid are outlined and discussed.

A. Energy consumption within data centers

Based on the available literature, four types of data centers
can be identified: Enterprise, Managed services, Colocation,
and Cloud data centers [18]. Each of them has its own appli-
cation and its own energy consumption accordingly. Energy
consumption are directly related to the type of data center
application. This means that a high number of requests will
naturally lead to higher energy consumption. For instance,
entertainment services, due to the greater number of clients,
energy consumption in the relevant data centers will be high.



Data centers such as the Google cloud, which have a general
application (e.g., Email, File sharing, Storage, Video service,
etc.), naturally consume more energy than the other type of
data centers (e.g. Enterprise).

In general, energy consumption in data centers has grown
exponentially over the last two decades. From a global per-
spective, in 2010, the energy consumption by data centers was
estimated to be in the range of 1.1-1.5% of the worldwide
energy use and is expected to increase further in the near
future [19]. Data centers are the principal electricity consumers
in cloud computing, reportedly consuming approximately 70
billion kWh in 2014, equivalent to 1.8% of the US total energy
consumption, and are projected to account for approximately
more than 73 billion kWh in 2020 and beyond [20]. On
the other hand, as the global economy continues to expand,
energy consumption and, of course, carbon dioxide emissions
will increase in the coming years. CO2 emissions from ICT
industry sources are increasing by about 6% per year, and with
such a rapid growth rate, they will account for about 12% of
CO2 emissions worldwide in the years after 2020 [2].

From the components perspective, a data center consists
of different components (e.g., computing resources, cooling
systems, network equipment, and etc.), and each of them have
different pattern of energy consumption. Computing resources
with cooling systems have the highest energy consumption
rates in a data center and, together, they account for about
80% of all energy consumption in data centers [2].

B. Opportunities

Despite the fact that data centers consume a lot of energy,
they also have opportunities, especially when it comes to
provide flexibility within the power grid. Data centers can be
very flexible in some ways. Indeed, they can communicate
and interconnect with each other, given the capabilities of
distribution systems. Hence, there is the ability to transfer
portion of the load to another data center if needed. This will
reduce some of the energy consumption within the data center.
This reduction in energy consumption can not only benefit the
data center (from cost perspective, quality of service, etc.), but
also benefit the local power grid. The transition the processing
data to other data centers, especially during peak hours, can
contribute to balance the local power grid.

From an economic and cost perspective, data centers can
transfer data to the other data centers around the world, which
have lower energy consumption tariffs or are in off-peak hours.
However, this transition can also have challenges, like data
sovereignty, that will be addressed in the next section. Another
opportunity behind data centers flexibility within the power
system, is the ability to balance the local power grid using
optimal task scheduling and resource utilization. This refers
to the ability to balance energy consumption in data centers
to some extent, by designing an optimal task scheduling
mechanism. In addition to increasing the quality of services,
this balance can also reduce the load on the local power
grid. However, designing the optimal task scheduling presents
several challenges, that are addressed in the following section.

C. Challenges

There are several challenges behind the exploitation of data
centers flexibility within the power system, that have not
yet been addressed in the scientific literature. A summary is
outlined below.

• Data center’s Budget
One of the challenges in data centers that have not been
addressed in literature, is the budget that a data center could
spend. Energy costs can be a significant part of a data
center budget and can greatly affect the power bills. Data
centers participating in energy markets can expect savings
in power bills, if they reduce their power usage during peak
periods. Data centers are also able to increase their total
energy consumption by operating more off-peak operations
without having to pay more money [21]. Therefore, one way
to optimize the data center budget is using optimization
models. By using optimization models it is possible to
determine the most economical budget for data centers, to
get benefits from the participation in energy markets.

• Optimal, flexible and holistic task scheduling
As mentioned before, designing task scheduling mecha-
nism and optimal resource utilization in data center is
the key challenge. Some scheduling mechanisms reviewed
in literature use very limited and strict mechanisms that
are not flexible enough to consider task conditions and
other policies implications holistically. Indeed, most of the
algorithms try to transfer tasks to another data center,
without considering data sovereignty, service types, and
other criteria. A more holistic approach would allow an
improved quality of service.

• Data sovereignty
When transferring tasks to another geographical location,
an important challenge called ”Data Sovereignty” arises.
Some of the data is proprietary and contain certain rules
such that they cannot be transferred cross-border. Policies
may vary from region to region or from country to country.
Even though data sovereignty is an important issue in policy
adoption for data transferring, it has not been properly
addressed in literature. Indeed, data sovereignty should be
taken into account in order to protect the users data both at
a national and international level.

• Participation level
The participation level refers to the collaboration of data
centers in order to process part of each other’s data. Data
centers can cooperate with each other at the national or
international level. At the national level, the proximity of
energy consumption price, is effective to reduce the load,
both on the data center and on the local power grid. But at
the level of international participation, energy costs vary. In
some locations and within different time zones, the cost of
energy consumption is lower and in some other locations it
is higher. Choosing the right place to transfer data, in terms
of geography, time zones, and costs, is key to fully exploit



the data centers flexibility.

IV. THE VEDA FRAMEWORK

A. VEDA - An interdisciplinary approach

The proposed approach is called VEDA that stands for
”moVE DAta to balance the grid”. It is highly interdisciplinary,
touching upon key subjects from power systems, mathematical
optimization, energy Informatics [22], parallel computing,
distributed computing, green computing and high performance
computing. In the following paragraphs, these key subjects,
the relationship between them, and their effects on reducing
energy consumption in data centers will be discussed.

• Mathematical optimization
Mathematical optimization is the process of maximizing
or minimizing an objective function by finding the best
available values across a set of inputs [23]. In the VEDA
framework, the mathematical optimization contributes to:
minimizing the energy consumption of data centres, opti-
mizing the grid balance, optimizing the exchange of jobs
between data centers, as well as optimizing the task schedul-
ing within the data centers.

• Distributed Computing
Computations and processing within or among data cen-
ters components by using message-passing mechanism are
considered as distributed computing [24]. How data centers
communicate with each other and through what protocols,
and how tolerance faults and latency, and other related issues
are all included in the VEDA framework as distributed
computing concepts.

• Parallel Computing
Parallel computing is defined as the process of breaking
down larger problems into smaller ones that can be executed
simultaneously by multiple processors [25]. One of the
advantages of using mathematical optimization in combina-
tion with parallel computing techniques, is the possibility
to address complex and computationally hard problems.
Parallel computing represents therefore a key methodology
in the VEDA framework for large scale case studies.

• Green Computing
Green computing is a paradigm that allows computing
components or resources to work effectively with minimal
or no impact on the environment [26]. Green computing
is directly related to utilization. This means that an active
computing resource that has 30% utilization will have
more energy wasted than when it has 80% utilization. In
the VEDA framework, using the optimal task scheduling
mechanism, an attempt is made to increase the utilization
of the computing resources in the data center.

• High Performance Computing
High-performance computing (HPC) most generally refers
to the use of distributed computing facilities for solving
problems that need large computing power. The general pro-
file of HPC applications is constituted by a large collection

Green Computing
Mathematical 

Optimization

Move data to balance the grid

High Performance Computing

Parallel & Distributed Computing

Fig. 2. Interconnections between different methodologies and disciplines
involved in VEDA framework

of compute-intensive tasks that need to be processed in a
short period of time. There are supercomputers and clusters
that are specifically designed to support HPC applications
[27]. The HPC is one of the key concepts of the VEDA
framework, since the optimization models and the optimal
task scheduling can have a significant impact on the energy
efficiency and resources utilization of HPC clusters.

In Fig. 2 the interconnection between the different disci-
plines involved in VEDA framework is shown. Mathematical
optimization is closely related to green computing, and both
of them are considered as the core of the VEDA framework.
Indeed, mathematical optimization contributes to the optimal
design, expansion, management and operation of energy and
power systems. Mathematical optimization goes hand in hand
with green computing. Indeed, it brings green computing into a
broader perspective, by including the computers sustainability
issues within the power and energy systems optimal design
and operations. Then, in order to solve big instances and
large scale problems, parallel and distributed computing is
necessary. And eventually all of these disciplines will require
high performance computing that is associated with data
centers and high computational power.

National Level (Within Norway)

International Level

Europe Continent

Fig. 3. The participation and communication of data centers in Norway and
the rest of the world at the national and international level



B. VEDA - Framework conceptualization

As mentioned before, data centers can communicate with
each other and thus transfer part of their processing to other
locations and other data centers for processing. Fig.3 shows
an outlining map of participation and communication among
data centers in Norway and other parts of the world. The blue
points represent data centers within Norway, and the red points
represent other parts of the world.

In Fig.3, the challenge of the level of participation at the
national and international levels can be easily understood.
Indeed, the blue dots, as a level of national participation,
can interact with each other, without considering vital and
important criteria such as data sovereignty or data security.
However, to communicate with other data centers, at the level
of international participation, some factors and criteria (e.g.,
Cost of energy consumption and energy market mechanisms
in the geographical area of the different data center, location
in terms of distance and communication latency, time-zone out
of peak hour, etc.) must be considered. All of these criteria
are considered by the optimization model developed within
VEDA framework, to select the best geographical location and
specific data centers to shift the load when it is needed to
balance the grid.

Fig. 4 shows the simplified structure of a data center,
where the location of the VEDA framework is also shown.
From the architectural point of view, the VEDA framework is
divided into two main parts: the VEDA Core and the VEDA
Controller. The VEDA controller is located inside each rack
and is responsible for collecting important input information as
well as managing the servers. The most important tasks within
the VEDA Controller are: Load Balancer, State Checker,
calculation of the energy consumed by the servers, and DVFS
Regulator. It also has a mutual communication with the VEDA
Core, through which it sends the collected information, as well
as receive new policies.
The other part of the VEDA framework is its kernel, which we
call the VEDA Core, where the main processes and decisions
are made. In a way, it can be said that optimal policies
adopting, information processing, and scheduling of tasks are
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Fig. 4. A simplified data center and related components as well as the location
of VEDA framework

performed in this part. Based on the main architecture of the
VEDA framework, the VEDA core is located between the
arrival requests and the VEDA Controllers. As can be seen in
Fig.4, the VEDA core is made up of several units (Predictor,
Energy Consumption Calculator, Policy Manager, Job Depar-
ture, etc.). Each of them performs different and important
tasks. The Runtime Predictor (RP) works epoch by epoch
and is responsible for predicting parameters that will directly
affect the overall performance of the system. This refers to
parameters such as distribution of arrival requests and utiliza-
tion prediction. The Energy Consumption Calculator (ECC)
is responsible for collecting energy consumption information
from various components of the data center such as cooling
system, server components, lighting, network equipment, hard
disks, etc. In the Logger part, at each epoch, information about
the number of incoming requests (or arrival rate), the service
time, and other important information specific to the final
clients, are logged and stored. This information is used by
the Runtime Predictor at the beginning of the next epoch.

C. VEDA - Value for scientific community and society

The scientific value of the VEDA framework is both
methodological and analytical. On the methodological side,
the main impact of the VEDA framework is the development
of new and innovative mathematical models and algorithms
for the optimal management of data centers and for their
integration within the power grids and the energy markets.
On the analytical side, the VEDA framework can be utilized
to perform sensitivity analyses to investigate the value of
different data centres demand response strategies for a more
renewable and reliable power system, as well as a greener
society that moves towards decarbonization objectives. An
open source version of the VEDA framework will motivate
further research on the use of new techniques to develop novel
optimization models and green energy consumption tools.

The VEDA framework has also the potential to strongly
contribute to a greener society, and a smarter development of
the overall energy and power systems infrastructures. This can
impact the residential, commercial, and industrial sectors, en-
hancing their ability to utilize greener energy, in an optimized
way, and with more reliable and stable services. In addition,
the proposed VEDA framework has potential to contribute to
the United Nations Sustainable Development Goals (SDGs)
[28]. From an environmental point of view, reducing energy
consumption in data centers can help reduce the production
and emission of carbon dioxide and therefore contribute to
a decarbonization of the energy system. This is in line with
SDG 13: ”Take urgent action to combat climate change and its
impacts”. Moreover, by exploiting the data centers flexibility,
it is possible to reduce the fluctuations and the pressure on
the local power grid. This can eventually lead to a more
reliable energy distribution in the urban areas, prevent possible
power outages, and enhance the intermittent renewable energy
integration. All of this contributes to the SDG 7: ”Ensure
access to affordable, reliable, sustainable and modern energy”.
Finally, the VEDA framework adheres to the principles of data



protection of the GDPR implemented by the EU commission.
Indeed, data sovereignty is taken into account in order to
protect the users data both at a national and international level.

V. CONCLUSIONS

This paper discussed fundamental research directions to
exploit the data center flexibility within electrical energy
systems. Challenges and opportunities that lie behind the
integration of data centres within the power systems have
been highlighted. A conceptualization of a framework called
VEDA has been proposed. The fundamental visions behind
the VEDA framework, suggest research directions that can
positively impact not only the scientific community, but also
the society as a whole, by meeting sustainable development
goals that are currently key issues at national and international
level. Moreover, an interdiciplinary approach is recommended
as a vital way to address the issues of modern power systems,
tackling both energy and ICT perspectives.
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