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Abstract---Data science is a very visual field of computer science where everything needs to be depicted 

graphically in order to derive new forms of data and conclusions from it. For statistics we have bar charts 

and pie charts which represent the distribution of numbers across various scales, plots allow to distribute two 

or more data sets over a 2D or even 3D space to show the relationship between these sets and the parameters 

on the plot, maps allow locating elements on relevant objects and areas such as building plans, website 

layouts, etc. In Mathematics, a graph is a pictorial representation of any data in an organized manner. The 

graph shows the relationship between variable quantities. In a graph theory, the graph represents the set of 

objects, that are related in some sense to each other. The objects are basically mathematical concepts, 

expressed by vertices or nodes and the relation between the pair of nodes, are expressed by edges. Among the 

most popular map visualizations are heat maps, dot distribution maps, cartograms, etc. But for relational 

data such as given a group of people who have contacts with other important business or given a cluster of 

cities and where we have to calculate the shortest path between two cities or in the game of football what is 

the shortest path of a player from his current position to the goal post where the state of data is dependent on 

other data, depicting these relationship’s graphically requires complex visualization software where current 

implementations are either not user friendly , hard to operate and expensive. This paper introduces  new 

visualization techniques where graphs can be better rendered using advance techniques such as vertex and 

edge clipping against  the view port , rendering a large drawing area by panning the view port to focus on a 

specific region , labelling vertex data with numeric , text and images and advanced analytic algorithms such 

as finding the shortest path between two vertices  using Djikstra’s ,Floyd ,finding the minimum spanning tree 

using Prims and kruskals and traversing all vertices in a graph using Breadth first search and Depth first 

search. This paper explains the above mentioned techniques in detail and how they can work together to 

create an advanced visualization tool for data scientists working with bidirectional  weighted  relational data 

i.e graphs and also aims to create graph’s visually using a point and drag interface and employ a variety of 

algorithms to visually see the results of those algorithms. 
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I. INTRODUCTION  

Graph Theory is the study of graphs in discrete 

mathematics. A graph is defined as a mathematical 

structure that connects a group of points to express 

a certain function. It is employed to establish a 

pairwise link between items. The graph is made up 

of vertices and edges .The linear graph has 

applications not just in mathematics, but also in 

computer science, physics and chemistry, 

linguistics, biology, and other sciences. The finest 

illustration of graph structure in real life is GPS, 

which allows you to track a journey or determine 

the direction of travel. 

A graph is a collection of objects connected in 

some way, according to graph theory.. The objects 

are essentially mathematical notions that are 

represented by vertices or nodes, with edges 

expressing the relationship between the nodes.. It is 

a visual depiction of mathematical truth. A graph is 

officially referred to as a pair G. (V, E). The finite 

set vertices are represented by V, while the finite 

set edges are represented by E. As a result, we may 

state that a graph has a non-empty set of vertices V 

and a set of edges. Edge is defined as the pair of 

vertices{1, 2, 3, 4, 5}, and set B {1, 2}, {2, 3}, {3, 

4}, {4, 5} defines a graph with 5 vertices and 4 

edges respectively.

A graph X ( A, B), includes two sets A and B. The 

elements of A are the vertices of graph X whereas 

Graphs have a natural linear representation in 

which each vertex is represented by a point and 

each edge by a line joining two points. To have a 

better understanding of graphs, we should 

Understand its base - Graph Theory.  For example, 

Euler observed the four bodies of land and the 

seven bridges. This helped him to draw out the first 

known visual representation of a modern graph. A 

modern graph is represented by a set of points, 

known as vertices or nodes are joined by a set of 



 

 

connecting lines known as edges. Euler first made 

an attempt to construct the path of the graph. Later, 

while experimenting with different theoretical 

graphs with alternative numbers of vertices and 

edges, he predicted a general rule. He concluded 

that in order to be able to walk in the Euler path, a 

graph should have none or two odd numbers of 

nodes. From there, the concept of graph theory was 

introduced So using this concept of graph theory 

we can create an application that can create graph 

data structures from scratch , we can  build an 

application that can analyse the graph using a 

variety of algorithms and to load graphs from text 

files and save them back to it for easy backup and 

restore and most importantly, to visualise and alter 

graph data structures in order to solve complex 

real-world problems. 

 

II.RELATED WORKS 

The below mentioned work mentions the 

technologies used in graph theory  

 

III.EMPLOYED ALGORITHMS 

The algorithms and concepts used above have 

already been published in peer-reviewed journals. 

However, in order to understand the final 

infrastructure, a basic understanding of each of 

these algorithms and how they work together for 

this project is required. 

A. Shortest Path: Dijikstra’s : Analyse all of a 

vertex's outgoing edges to find the one with the 

least weight, then return to that vertex and repeat 

the process. Dijkstra's algorithm is very similar to 

Prim's minimum spanning tree algorithm. We 

generate an SPT (shortest path tree) with a given 

source as the root. We keep two sets: one contains 

vertices that are already in the shortest-path tree, 

and the other contains vertices that aren't yet in the 

shortest-path tree. We find a vertex in the other set 

(set of not yet included) that is closest to the source 

at each step of the algorithm. 

Floyd’s : Store n x n[n is number of vertices] 

matrix of the shortest path of every vertex in the 

graph to another vertex and reconstruct the matrix 

only if graph has changed else cache it. As a first 

step, we initialize the solution matrix to the same 

values as the input graph matrix. The solution 

matrix is then updated by treating all vertices as 

intermediate vertex. The idea is to pick all vertices 

one by one and update all shortest paths that 

include the picked vertex as an intermediate vertex. 

B. Graph Traversal: Breadth first search (BFS): 

Push all of a vertex's neighbours into a queue, print 

every vertex in the queue, and repeat the process 

for each vertex. When a dead end occurs in any 

iteration, the Breadth First Search (BFS) algorithm 

traverses a graph breadth ward and uses a queue to 

remember to get the next vertex to start a search. 

 Depth first search (DFS): Print the start vertex, 

pass it as a parameter to the algorithm, and call it 

on each of its neighbour’s recursively. When a 

dead end occurs in any iteration, the Depth First 

Search (DFS) algorithm traverses a graph in a 

depth ward motion and uses a stack to remember to 

get the next vertex to start a search. 

C. Minimum Spanning Tree: Prims :- Take each 

edge and add its start and end vertex to a set; if any 

two vertices pairs repeat in the set, it is considered 

to have a cycle and should be discarded. Prim's 

algorithm is a greedy algorithm for finding  a 

minimum spanning tree between two points in a 

weighted undirected graph. This means it finds a 

subset of the edges that forms a tree that contains 

every vertex and has the least total weight of all the 

edges in the tree. 

Kruskal's : Take a look at a starting vertex. All of 

its neighbours should be visited and added to a 

queue. If a vertex has already been visited, discard 

the edge connecting the current and destination 

vertex. The concept of Kruskal's algorithm is 

introduced in discrete mathematics' graph theory. 

In a connected weighted graph, it's used to find the 

shortest path between two points. This algorithm 

turns a graph into a forest, treating each node as a 

distinct tree. 

IV. FINAL INFRASTRUCTURE 

Using the above-mentioned algorithms we can 

summarize the implementation of graph visualizer 

and analytical tool with rendering pipeline and flow 

chart. 

1. Rendering pipeline(System architecture) 



 

 

 

 

 

 

1. Flow chart of graph visualizer and analytical tool  

 

 

In summary , the functionalities of the graph 

visualizer and analytical tool  

1. ADD VERTEX : Use this option to add 

vertex(nodes) to the drawing area. 

2. ADD EDGE : We may add weights to 

edges, which are used to link one or more 

nodes. 

3. DELETE VERTEX : You may delete a 

vertex using this option (node). 

4. TRAVERSAL : There are three submenus 

under traversal. 

 Render :  This option allows you to 

change the graph's colour and latency. 

 BFS:   This submenu is used to push 

all of a vertex's neighbours into a 

queue, print every vertex on the 

queue, and then repeat the operation 

for each vertex. 

 DFS: This submenu is used to print 

the start vertex, send it as a parameter 

to the method, then call the algorithm 

on each of its neighbours in a 

recursive fashion. 

5.       MST : There are two submenus under 

MST. 

 Prims :- For each edge, add its 

start and end vertex to a set, and 
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if any two vertices  pairs repeat in 

the set, it is regarded to have a 

cycle, thus remove it. 

 Kruskal’s :- Select a starting 

vertex. All of its neighbours 

should be visited and added to a 

queue. If a vertex has previously 

been visited, discard the edge 

linking the current and 

destination vertices 

       6. PATH DETAILS : This option displays all 

of the graph's paths, as well as their weights and 

edges. 

        7. EDIT PROPERTIES : This option lets you 

change the edge and weight weights as well as 

see the vertex number. 

    8. FILE OPS : We have two subcategories under 

file ops. 

 IMPORT : A pre-existing file may be 

imported into the drawing area and 

utilised to access the menus. 

 EXPORT : The Drawing file may be 

exported as a bin file, which can then be 

imported whenever needed, reducing the 

amount of time spent on it. 

  9. RESET : This option allows you to clear the 

drawing area and start again with a new vertex. 

 10. DISPLAY : Under display  we have 3 sub 

menus 

 DEFAULT: Numbers can be used to add 

the vertex 

 TEXT: The vertex is entered as a string of 

characters. 

 IMAGE : The vertex is represented as an 

image that may be linked to edges and 

weighted with other images. 

V.RESULTS & DISCUSSION 

Figure 1: Graph 

 

Figure 2: Shortest path using Floyd’s algorithm 

 

Figure 3 : Menu in graph visualizer and 

analytical tool 

 

VI.CONCLUSION 

Thus with this application we can analyse graph’s 

visually and employ a large variety of algorithms to 

get the desired results we want. Existing 

applications use complex text sheets to display the 

results which can make the whole process tedious 

to see and process and on top of that use ineffective 

rendering techniques to render the graph causing 

large amount of lag and other mishaps. Our 



 

 

applications aims to simplify the whole process and 

make the whole process visual and reduce lag and 

improve overall speed and efficiency with 

comprising on the accuracy of algorithms thus 

allowing for large graph data structures to be 

loaded from text files without losing time. With 

large real world problems condensed into an graph 

data structure we can overall reduce the need for 

high end hardware to visualize these results and 

improve overall performance in the future. 
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