## 寿

# Continued Fraction Representation of the Generalized Operator Entropy 

Ali Kacha, Sarra Ahallal and Said Mennou

EasyChair preprints are intended for rapid dissemination of research results and are integrated with the rest of EasyChair.

May 1, 2022

# Continued fraction representations of the generalized operator entropy 

A. $\mathrm{KACHA}^{1 *}$, S. AHALLAL ${ }^{1 \dagger}$ and S. MENNOU ${ }^{1 \dagger}$<br>${ }^{1}$ Mathematics Department, Ibn Toufail University, Science faculty, Laboratory EDPAGS, 14000, Kenitra, Morocco.

*Corresponding author(s). E-mail(s): ali.kacha@uit.ac.ma;
Contributing authors: sarraahalla192@gmail.com; saidmennou@yahoo.fr;
${ }^{\dagger}$ These authors contributed equally to this work.


#### Abstract

The direct calculation of the Generalized operator entropy proves difficult by the appearance of rational exponents of matrices. The main motivation of this work is to overcome these difficulties and to present a practical and efficient method for this calculation using its representation by the matrix continued fraction. At the end of our paper, we deduce a continued fraction expansion of the Bregman operator divergence.
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## 1 Introduction and motivation

The basic idea of the continued fraction theory over real numbers is to give an approximation of various real numbers by the rational. One of the main reasons why continued fractions are so useful in computation is that they often provide representation for transcendental functions that are much more generally valid than the classical representation by, say, the power series. Further; in the convergent case, the continued fractions expansions have the advantage that they converge more rapidly than other numerical algorithms.

Recently, the extension of continued fractions theory from real numbers to the matrix case has seen several development and interesting applications, [6]. Since calculations involving matrix valued functions with matrix arguments are feasible with large computers, it will be an interesting attempt to develop such matrix theory. The real case is relatively well studied in the literature $[8,9]$. However, in contrast to the theoretical importance, one can find in mathematical literature only a few results on the continued fractions with matrices arguments [11, 14].

The theory of operator means for positive and bounded linear operators on a Hilbert space was initiated by T. Ando [1] and established by him and F. Kubo in connection with Loweners theory for the operator monotone functions. It is started from the presence of the notion of parallel sum as a tool for analyzing multi-port electrical networks in engineering, see $[2,3]$.

In 1850, Clausius, introduced the notion of entropy in thermodynamics. Since then several extensions and reformulations have been developed in various disciplines $[12,15]$. There have been investigated the so called entropy inequalities by some mathematicians, see $[16,17]$ and references therein.
The relative operator entropy of strictly positive operators A, B was intro-
duced in noncommutative information theory by Fujii and Kamei [4], it is defined by

$$
S(A \mid B)=A^{1 / 2} \ln \left(A^{-1 / 2} B A^{-1 / 2}\right) A^{1 / 2}
$$

For any real number $q \in \mathbb{R}$, We also consider a path

$$
f_{q}(A, B)=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{q} A^{1 / 2}
$$

If $0<q<1$, the previous path $f_{q}(A, B)$ is the generalized geometric mean of $A$ and $B$.

In the present paper, we also study the representation of the generalized operator entropy which is defined for two positive operators A and B on a Hilbert space and any real number $q \in] 0,1[$, by

$$
S_{q}(A \mid B)=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{q} \ln \left(A^{-1 / 2} B A^{-1 / 2}\right) A^{1 / 2}
$$

The Bregman operator divergence introduced by Petz [15] is defined by

$$
D(A \mid B)=B-A-S(A \mid B)
$$

In [7], Isa et al. have generalized $D(A \mid B)$ as follows

$$
D_{q}(A \mid B)=f_{-q}(B, A)-f_{q}(A, B)-S_{q}(A \mid B)
$$

At the end of our paper, we also express the continued fraction representation of the divergence operator $D_{q}(A \mid B)$.
For simplicity and clearness, we restrict ourselves to positive definite matrices, but our results can be, without special difficulties, projected to the case of positive definite operators from an infinite dimensional Hilbert space into itself.

The computation of $S(A \mid B,) S_{q}(A \mid B)$ and $D_{q}(A \mid B)$ from the original definitions impose many difficulties by virtue of the appearance of the rational exponents of the matrices. One fundamental of this paper is to remove this difficulty and reveal a practical method, involving matrix continued fraction.

## 2 Definitions and notations

The functions of matrix arguments play a widespreased role in science and engineering, with applications areas from nuclear magnetic resonance [1]. So for scalar polynomial $p(z)=\sum_{i=0}^{k} a_{i} z^{i}$ gives rise to a matrix polynomial with scalar coefficients by simply substitution $A^{i}$ for $z^{i}$ :

$$
P(A)=\sum_{i=0}^{k} a_{i} A^{i}
$$

More generally, for a function $f$ with a series representation on an open disk containing the eigenvalues of $A$, we are able to define the matrix function $f(A)$ via the Taylor series for $f$, see [6].
Alternatively, given a function $f$ that is analytic inside a closed contour $\Gamma$ which enclose the eigenvalues of $A, f(A)$ can be defined, by analogy with Cauchy's integral theorem by

$$
f(A)=\frac{1}{2 \pi i} \int_{\Gamma} f(z)(z I-A)^{-1} d z
$$

The definition is known as the matrix version of Cauchy's integral theorem. Let $\mathcal{M}_{m}$ be the algebra of real square matrices, we now mention an important result of matrix functions.

Let $A \in \mathcal{M}_{m}, A$ is said to be positive semi-definite (resp. positive definite) if $A$ is symmetric and

$$
\left.\forall x \in \mathbb{R}^{m},<A x, x>\geq 0 \text { (resp. } \forall x \in \mathbb{R}^{m} x \neq 0,<A x, x \gg 0\right)
$$

where $<., .>$ denotes the standard scalar product of $\mathbb{R}^{m}$.
We observe that positive semi-definiteness induces a partial ordering on the space of symmetric matrices. Henceforth, whenever we say that $A \in \mathcal{M}_{m}$ is positive semi-definite (or positive definite), it will be assumed that $A$ is symmetric.

For any $A, B \in \mathcal{M}_{m}$ with $B$ invertible, we write $\frac{A}{B}=B^{-1} A$, in particular, if $A=I$, where $I$ is the $m^{t h}$ order identity matrix, then $\frac{I}{B}=B^{-1}$. If $A \neq 0$, it is clear that for any invertible matrix $C$ which don't commute with $A$ and $B$, we have

$$
\frac{C A}{C B}=\frac{A}{B} \neq \frac{A C}{B C} .
$$

Definition 1 Let $\left(A_{n}\right)_{n \geq 0},\left(B_{n}\right)_{n \geq 0}$ be two nonzero sequences of $\mathcal{M}_{m}$. The continued fraction of $\left(A_{n}\right)$ and $\left(B_{n}\right)$ denoted by $K\left(B_{n} / A_{n}\right)$ is the quantity

$$
A_{0}+\frac{B_{1}}{A_{1}+\frac{B_{2}}{A_{2}+\cdots}}=\left[A_{0} ; \frac{B_{1}}{A_{1}}, \frac{B_{2}}{A_{2}}, \cdots\right] .
$$

Sometimes, we use briefly the notation $\left[A_{0} ; \frac{B_{n}}{A_{n}}\right]_{n=1}^{+\infty}$. The fractions $\frac{B_{n}}{A_{n}}$ and $\frac{P_{n}}{Q_{n}}=$ $\left[A_{0} ; \frac{B_{k}}{A_{k}}\right]_{k=1}^{n}$ are called, respectively, the $n^{t h}$ partial quotient and the $n^{t h}$ convergent of the continued fraction $K\left(B_{n} / A_{n}\right)$.
When $B_{n}=I$ for all $n \geq 1$, then $K\left(I / A_{n}\right)$ is called a simple continued fraction.

We now introduce some topological notion of continued fractions with matrix arguments. Let $A \in \mathcal{M}_{m}$, we put

$$
\|A\|=\sup _{x \neq 0}\left\{\frac{\|A x\|}{\|x\|}\right\}=\sup _{\|x\|=1}\{\|A x\|\}
$$

Let $\left(A_{n}\right)$ be a sequence of matrices in $\mathcal{M}_{m}$. We say that $\left(A_{n}\right)$ converges in $\mathcal{M}_{m}$ if there exists a matrix $A \in \mathcal{M}_{m}$ such that $\lim _{n \rightarrow+\infty}\left\|A_{n}-A\right\|=0$.

The continued fraction $K\left(B_{n} / A_{n}\right)$ converges in $\mathcal{M}_{m}$ if the sequence $\left(F_{n}\right)=\left(\frac{P_{n}}{Q_{n}}\right)$ converges in $\mathcal{M}_{m}$ in the sense that there exists a matrix $F \in \mathcal{M}_{m}$ such that $\lim _{n \rightarrow+\infty} F_{n}-F=0$. In this case, we note

$$
F=\left[A_{0} ; \frac{B_{n}}{A_{n}}\right]_{n=1}^{+\infty}
$$

We note that the evaluation of $n^{t h}$ convergent according to the Definition 2.1 is not practical because we have to repeat inverse matrix. The following proposition gives an adequate method to calculate $K\left(B_{n} / A_{n}\right)$.

Proposition 1 The elements $\left(P_{n}\right)_{n \geq-1}$ and $\left(Q_{n}\right)_{n \geq-1}$ of the $n^{\text {th }}$ convergent of $K\left(B_{n} / A_{n}\right)$ are given by the relationships

$$
\left\{\begin{array} { c c } 
{ P _ { - 1 } = I , } & { P _ { 0 } = A _ { 0 } } \\
{ Q _ { - 1 } = 0 , } & { Q _ { 0 } = I }
\end{array} \quad \text { and } \quad \left\{\begin{array}{c}
P_{n}=A_{n} P_{n-1}+B_{n} P_{n-2} \\
Q_{n}=A_{n} Q_{n-1}+B_{n} Q_{n-2},
\end{array} \quad n \geq 1 .\right.\right.
$$

Proof We prove it by induction.

The proof of the next Proposition is elementary and we left it to the reader.

Proposition 2 (i) For any two matrices $C$ and $D$ with $C$ invertible, we have

$$
C\left[A_{0} ; \frac{B_{k}}{A_{k}}\right]_{k=1}^{n} D=\left[C A_{0} D ; \frac{B_{1} D}{A_{1} C^{-1}} ; \frac{B_{2} C^{-1}}{A_{2}}, \frac{B_{k}}{A_{k}}\right]_{k=3}^{n} .
$$

(ii) If two matrices $A$ and $B$ are similar, with $A=X B X^{-1}$, then $f(A)$ and $f(B)$ are similar and we have $f(A)=X f(B) X^{-1}$.

Definition 2 Let $\left(A_{n}\right),\left(B_{n}\right),\left(C_{n}\right)$ and $\left(D_{n}\right)$ be four matrix sequences in $\mathcal{M}_{m}$. We say that the continued fractions $K\left(B_{n} / A_{n}\right)$ and $K\left(D_{n} / C_{n}\right)$ are equivalent if we have $F_{n}=G_{n}$ for all $n \geq 1$, where $F_{n}$ and $G_{n}$ are the $n^{t h}$ convergent of $K\left(B_{n} / A_{n}\right)$ and $K\left(D_{n} / C_{n}\right)$ respectively.

In order to simplify the statement on some partial quotients of continued fractions with matrix arguments, we need the following proposition which is an example of equivalent continued fractions.

Proposition 3 Let $\left[A_{0} ; \frac{B_{k}}{A_{k}}\right]_{k=1}^{+\infty}$ be a given continued fraction. Then we have

$$
\frac{P_{n}}{Q_{n}}=\left[A_{0} ; \frac{B_{k}}{A_{k}}\right]_{k=1}^{n}=\left[A_{0} ; \frac{X_{k} B_{k} X_{k-2}^{-1}}{X_{k} A_{k} X_{k-1}^{-1}}\right]_{k=1}^{n}
$$

where $X_{-1}=X_{0}=I$ and $X_{1}, X_{2}, \cdots, X_{n}$ are arbitrary invertible matrices.

Proof Let $\frac{P_{n}}{Q_{n}}$ and $\frac{\widetilde{P}_{n}}{\widetilde{Q}_{n}}$ be the $n^{\text {th }}$ convergent of the continued fractions $\left[A_{0} ; \frac{B_{k}}{A_{k}}\right]_{k=1}^{+\infty}$ and $\left[A_{0} ; \frac{X_{k} B_{k} X_{k-2}^{-1}}{X_{k} A_{k} X_{k-1}^{-1}}\right]_{k=1}^{+\infty}$ respectively. By proposition 2 , for all $n \geq 1$, we can write

$$
\widetilde{P}_{n}=X_{n} A_{n} X_{n-1}^{-1} \widetilde{P}_{n-1}+X_{n} B_{n} X_{n-2}^{-1} \widetilde{P}_{n-2},
$$

which is equivalent to

$$
X_{n}^{-1} \widetilde{P}_{n}=A_{n}\left(A_{n} X_{n-1}^{-1} \widetilde{P}_{n-1}\right)+B_{n}\left(X_{n-2}^{-1} \widetilde{P}_{n-2}\right) .
$$

This last result joined to the initial conditions prove that for all $n \geq 1, X_{n-1}^{-1} \widetilde{P}_{n}=P_{n}$. A similar result can be obtained for $Q_{n}$. Consequently, both continued fractions have the same convergent and Proposition 3 follows.

Definition 3 Let $A$ be a positive definite matrix in $\mathcal{M}_{m}, X \in \mathcal{M}_{m}$ and $\alpha$ a real number such that $0<\alpha<1$. We define the matrix $A^{\alpha}$ by the formulae

$$
A^{\alpha}=\exp (\alpha \ln A),
$$

where " exp" is the matrix exponential given by the series

$$
\exp (X)=\sum_{n=0}^{+\infty} \frac{X^{n}}{n!}
$$

and " $\ln$ " is the neperian logarithm defined by

$$
\ln A=-2 \sum_{n=0}^{+\infty} \frac{1}{2 n+1}\left(\frac{I-A}{I+A}\right)^{2 n+1} .
$$

## 3 Main results

### 3.1 Continued fraction representation of $A^{q} \ln (A)$,

This section is devoted to give a continued fraction representation of $A^{q} \ln (A)$, where $A$ is a positive definite matrix.

Theorem 4 Let $A \in \mathcal{M}_{m}$ be a positive definite matrix and $q$ a positive real number such that $0<q<1$. If we put $A^{q}=\left[I ; \frac{I}{A_{k}}\right]_{k=1}^{+\infty}, \ln A=\left[0 ; \frac{I}{\widetilde{A}_{k}}\right]_{k=1}^{+\infty}$ and $\varphi(A)=$ $\frac{I-A}{I+A}$ then, the continued fraction
expansions of $A^{q} \ln (A)$ is given by

$$
A^{q} \ln (A)=\left[0 ; \frac{A_{1}+I}{A_{1} \widetilde{A}_{1}}, \frac{A_{1} \widetilde{A}_{1} F_{2}}{E_{2}-F_{2}}, \frac{E_{n-1} F_{n}}{E_{n}-F_{n}}\right]_{n=3}^{+\infty}
$$

where

$$
\left\{\begin{array}{c}
A_{1}=\frac{1}{2 q}(-I-q \varphi(A)) \varphi(A)^{-1}, A_{2}=\frac{-6 q}{\left(q^{2}-1\right)} \varphi(A)^{-1}  \tag{1}\\
A_{2 k}=\frac{-2 q\left(q^{2}-2^{2}\right) \cdots\left(q^{2}-(2 k-2)^{2}\right)}{\left(q^{2}-1\right) \cdots\left(q^{2}-(2 k-1)^{2}\right)}(4 k-1) \varphi(A)^{-1}, \quad k \geq 2 \\
A_{2 k+1}=\frac{-\left(q^{2}-1\right) \cdots\left(q^{2}-(2 k-1)^{2}\right)}{2 q\left(q^{2}-2^{2}\right) \cdots\left(q^{2}-4 k^{2}\right)}(4 k+1) \varphi(A)^{-1}(A), k \geq 1
\end{array}\right.
$$

For all $n \geq 1$, the expression of $\widetilde{A}_{n}$ are given by the next relationships.

$$
\left\{\begin{array}{c}
\widetilde{A}_{1}=(-2 \varphi(A))^{-1}, \widetilde{A}_{2}=\frac{6 I}{\varphi(A)}  \tag{2}\\
\widetilde{A}_{2 k}=\frac{2^{2} \cdot 4^{2} \cdots(2 k-2)^{2}}{3^{2} \cdot 5^{2} \cdots(2 k-1)^{2}} 2(4 k-1) \varphi(A)^{-1}, \quad k \geq 2 \\
\widetilde{A}_{2 k+1}=\frac{3^{2} \cdot 5^{2} \cdots(2 k-1)^{2}}{2^{2} \cdot 4^{2} \cdots(2 k)^{2}}(-(4 k+1)) \varphi(A)^{-1}, \quad k \geq 1 .
\end{array}\right.
$$

We also define

$$
\left\{\begin{array}{l}
E_{n}=Q_{n} \widetilde{Q}_{n}\left(Q_{n-2} P_{n-1}+\widetilde{Q}_{n-1} \widetilde{P}_{n-2}\right), \\
F_{n}=Q_{n-2} \widetilde{Q}_{n-2}\left(Q_{n} P_{n-1}+\widetilde{Q}_{n-1} \widetilde{P}_{n}\right) .
\end{array}\right.
$$

The matrices $P_{n}$ and $Q_{n}\left(\right.$ resp. $\left.\widetilde{P}_{n}\right)$ and $\widetilde{Q}_{n}$ ) are the numerator and denominator of the $n^{\text {th }}$ convergent of $A^{q}$ (resp. $\left.\ln (A)\right)$ which are defined for all $n \geq 1$ by

$$
\left\{\begin{array} { c } 
{ P _ { n } = A _ { n } P _ { n - 1 } + P _ { n - 2 } , } \\
{ Q _ { n } = A _ { n } Q _ { n } + Q _ { n - 2 } , }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
\widetilde{P}_{n}=\widetilde{A}_{n} \widetilde{P}_{n-1}+\widetilde{P}_{n-2}, \\
\widetilde{Q}_{n}=\widetilde{A}_{n} \widetilde{Q}_{n-1}+\widetilde{Q}_{n-2}
\end{array}\right.\right.
$$

In order to prove Theorem 4, we begin by studying the real case.

### 3.1.1 Real case

We begin by giving some lemmas concerning the real continued fraction which are important in the sequel. The following lemma characterizes equivalence of continued fractions.

Lemma 5 ([8]) Let $\left(a_{n}\right)_{n \geq 0}$ and $\left(b_{n}\right)_{n \geq 1}$ be two non-zero sequences of real numbers. The continued fractions

$$
\left[a_{0} ; \frac{b_{1}}{a_{1}}, \frac{b_{2}}{a_{2}}, \cdot \cdot, \frac{b_{n}}{a_{n}}, \cdots\right] \text { and }\left[a_{0} ; \frac{1}{a_{1}^{*}}, \frac{1}{a_{2}^{*}}, \cdots, \frac{1}{a_{n}^{*}}, \cdots\right]
$$

are equivalent, where

$$
\left\{\begin{array}{c}
a_{1}^{*}=\frac{a_{1}}{b_{1}}, a_{2}^{*}=\frac{b_{1}}{b_{2}} a_{2}, \\
a_{2 k}^{*}=\frac{b_{1} b_{3} \cdots b_{2 k-1}}{b_{2} b_{4} \cdots b_{2 k}} a_{2 k}, \quad k \geq 2 \\
a_{2 k+1}^{*}=\frac{b_{2} b_{4} \cdots b_{2 k}}{b_{1} b_{3} \cdots b_{2 k+1}} a_{2 k+1}, \quad k \geq 1
\end{array}\right.
$$

We now give a lemma which expresses the $n^{\text {th }}$ convergent for the product of two continued fractions.

Lemma 6 ([11]) Let $C$ and $D$ be two real continued fractions which are defined by

$$
C=\left[c_{0} ; \frac{1}{c_{1}}, \frac{1}{c_{n}}\right]_{n=2}^{+\infty}, D=\left[d_{0} ; \frac{1}{d_{1}}, \frac{1}{d_{n}}\right]_{n=2}^{+\infty}
$$

where $c_{k}$ and $d_{k}$ are non-zero real numbers. If we put

$$
C_{n}=\left[c_{0} ; \frac{1}{c_{1}}, \frac{1}{c_{2}}, \cdots, \frac{1}{c_{n}}\right]=\frac{{ }^{c} p_{n}}{{ }^{c} q_{n}} \quad \text { and } \quad D_{n}=\left[d_{0} ; \frac{1}{d_{1}}, \frac{1}{d_{2}}, \cdots, \frac{1}{d_{n}}\right]=\frac{{ }^{d} p_{n}}{{ }^{d_{q}}},
$$

then, for all $n \geq 1$, we have

$$
C_{n} D_{n}=\left[c_{0} d_{0} ; \frac{c_{0} c_{1}+d_{0} d_{1}+1}{c_{1} d_{1}}, \frac{c_{1} d_{1} f_{2}}{e_{2}-f_{2}}, \frac{e_{2} f_{3}}{e_{3}-f_{3}}, \cdots, \frac{e_{n-1} f_{n}}{e_{n}-f_{n}}\right],
$$

where

$$
\left\{\begin{array}{l}
e_{n}={ }^{c} q_{n}{ }^{d} q_{n}\left({ }^{c} q_{n-2}{ }^{c} p_{n-1}+{ }^{d} q_{n-1}{ }^{d} p_{n-2}\right), \\
f_{n}={ }^{c} q_{n-2}{ }^{d} q_{n-2}\left({ }^{c} q_{n}{ }^{c} p_{n-1}+{ }^{d} q_{n-1}{ }^{d} p_{n}\right) .
\end{array}\right.
$$

The following Lemma gives two equivalent continued fraction expansions of $\lambda^{q}$, where $\lambda$ and $q$ are two strictly positive real numbers.

Lemma 7 (i) Let $\lambda$ and $q$ be two positive real numbers, $\varphi(\lambda)=\frac{1-\lambda}{1+\lambda}$. The continued fraction expansions of $\lambda^{q}$ is

$$
\lambda^{q}=\left[1 ; \frac{2 q \varphi(\lambda)}{-1-q \varphi(\lambda)}, \frac{\left(q^{2}-(k-1)^{2}\right) \varphi^{2}(\lambda)}{-(2 k-1)}\right]_{k=2}^{+\infty}
$$

(ii) The simple continued fraction of $\lambda^{q}$ is given by

$$
\begin{gathered}
\lambda^{q}=\left[1 ; \frac{1}{c_{1}^{*}}, \frac{1}{c_{2}^{*}}, \cdots, \frac{1}{c_{n}^{*}}, \cdots\right] \text { where } \\
\left\{\begin{array}{c}
c_{1}^{*}=\frac{-1-q \varphi(\lambda)}{2 q \varphi(\lambda)}, c_{2}^{*}=\frac{-6 q}{\left(q^{2}-1\right) \varphi(\lambda)} \\
c_{2 k}^{*}=\frac{-2 q\left(q^{2}-2^{2}\right) \cdots\left(q^{2}-(2 k-2)^{2}\right)}{\left(q^{2}-1\right) \cdots\left(q^{2}-(2 k-1)^{2}\right)}(4 k-1) \varphi(\lambda)^{-1}, \quad k \geq 2 \\
c_{2 k+1}^{*}=\frac{-\left(q^{2}-1\right) \cdots\left(q^{2}-(2 k-1)^{2}\right)}{2 q\left(q^{2}-2^{2}\right) \cdots\left(q^{2}-(2 k)^{2}\right)}(4 k+1) \varphi^{-1}(\lambda), \quad k \geq 1 .
\end{array}\right.
\end{gathered}
$$

Proof (i) See [13].
(ii) By appropriate iteration and by applying Lemma 5 we prove it.

Lemma 8 (i) Let $\lambda$ be a real number such that $\lambda>0, \lambda \neq 1$ and $\varphi(\lambda)=\frac{1-\lambda}{1+\lambda}$. $A$ continued fraction expansion of $\ln (\lambda)$ is given by

$$
\ln (\lambda)=\left[0 ; \frac{-2 \varphi(\lambda)}{1}, \frac{-\varphi(\lambda)^{2}}{3}, \frac{-2^{2} \varphi(\lambda)^{2}}{5}, \frac{-n^{2} \varphi(\lambda)^{2}}{2 n+1}\right]_{n=3}^{+\infty} .
$$

(ii) The simple continued fraction of $\ln (\lambda)$ is

$$
\begin{gathered}
\ln (\lambda)=\left[0 ; \frac{1}{d_{1}^{*}}, \frac{1}{d_{2}^{*}}, \cdots, \frac{1}{d_{n}^{*}}, \cdots\right] \text { where } \\
\left\{\begin{array}{c}
d_{1}^{*}=\frac{1}{-2 \varphi(\lambda)}, \quad d_{2}^{*}=\frac{6}{\varphi(\lambda)}, \\
d_{2 k}^{*}=\frac{2^{2} \cdot 4^{2} \cdot \cdots(2 k-2)^{2}}{1^{2} \cdot 3^{2} \cdot 5^{2} \cdot \cdots(2 k-1)^{2}}(2(4 k-1)) \varphi(\lambda)^{-1}, \quad k \geq 2, \\
d_{2 k+1}^{*}=\frac{1^{2} \cdot 3^{2} \cdot 5^{2} \cdot \cdots(2 k-1)^{2}}{2^{2} \cdot 4^{2} \cdots(2 k)^{2}}(-(4 k+1)) \varphi(\lambda)^{-1}, k \geq 1 .
\end{array}\right.
\end{gathered}
$$

Proof (i) See [14].
(ii) We deduce it by applying Lemma 5 .

The next Theorem is a real version of the previous Theorem 4.

Theorem 9 With the same notations as bellow, let $\lambda$ and $q$ be two strictly positive real numbers such that $0<q<1$. A continued fraction representation of the real $\lambda^{q} \ln (\lambda)$ is given by:

$$
\lambda^{q} \ln (\lambda)=\left[0 ; \frac{c_{1}^{*}+1}{c_{1}^{*} d_{1}^{*}}, \frac{\left(c_{1}^{*} d_{1}^{*}\right) f_{2}}{e_{2}-f_{2}}, \cdots, \frac{e_{n-1} f_{n}}{e_{n}-f_{n}}\right]_{n=3}^{+\infty}
$$

where

$$
\left\{\begin{array}{c}
e_{n}=q_{n} \widetilde{q}_{n}\left(q_{n-2} p_{n-1}+\widetilde{q}_{n-1} \widetilde{p}_{n-2}\right) \\
f_{n}=q_{n-2} \widetilde{q}_{n-2}\left(q_{n} p_{n-1}+\widetilde{q}_{n-1} \widetilde{p}_{n}\right) .
\end{array}\right.
$$

$p_{n}$ and $q_{n}$ (resp. $\widetilde{p}_{n}$ ) and $\widetilde{q}_{n}$ ) are numerator and denominator of the $n^{\text {th }}$ convergent of $\lambda^{q}($ resp. $\ln (\lambda))$. They are defined by

$$
\left\{\begin{array}{rl}
p_{n} & =c_{n}^{*} p_{n-1}+p_{n-2} \\
q_{n} & =c_{n}^{*} q_{n-1}+q_{n-2}
\end{array} \quad, \quad\left\{\begin{aligned}
\widetilde{p}_{n} & =d_{n}^{*} \widetilde{q}_{n-1}+\widetilde{q}_{n-2} \\
\widetilde{q}_{n} & =d_{n}^{*} \widetilde{q}_{n-1}+\widetilde{q}_{n-2} .
\end{aligned}\right.\right.
$$

Proof We apply Lemmas 6,7 and 8 by putting $C=\lambda^{q}$ and $D=\ln (\lambda)$.

### 3.1.2 Proof of theorem of Theorem 4

Let $A \in \mathcal{M}_{m}$ be a positive definite matrix. Then there exists an invertible matrix $X$ such that $A=X D X^{-1}$ where $D=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdot, \lambda_{m}\right)$ and $\lambda_{i}>0$, for $1 \leq i<m$.
As the functions $f(z)=z^{q}$ and $g(z)=\ln (z)$ are continuous in the open interval $\mathbb{R}_{+}^{*}$, then we get

$$
A^{q} \ln (A)=X D^{q} \ln (D) X^{-1}
$$

Let us define the sequences $\left(P_{n}\right)$ and $\left(Q_{n}\right)$ (the numerator and denominator of the $n^{\text {th }}$ convergent of $D^{q} \ln (D)$ by

$$
\left\{\begin{array}{c}
P_{-1}=I, P_{0}=0, P_{1}=D_{1}+I, P_{2}=\left(E_{2}^{\prime}-F_{2}^{\prime}\right)\left(D_{1}+I\right) \\
Q_{-1}=0, Q_{0}=I, Q_{1}=D_{1} \widetilde{D}_{1}, Q_{2}=\left(E_{2}^{\prime}-F_{2}^{\prime}\right) Q_{1}+D_{1} \widetilde{D}_{1} F_{2}^{\prime}
\end{array}\right.
$$

and for $n \geq 3$,

$$
\begin{aligned}
& \left\{\begin{array}{l}
P_{n}=\left(E_{n}^{\prime}-F_{n}^{\prime}\right) P_{n-1}+E_{n-1}^{\prime} F_{n}^{\prime} P_{n-2} \\
Q_{n}=\left(E_{n}^{\prime}-F_{n}^{\prime}\right) Q_{n-1}+E_{n-1}^{\prime} F_{n}^{\prime} Q_{n-2}
\end{array}\right. \\
& \left\{\begin{array}{l}
E_{n}^{\prime}=Q_{n} \widetilde{Q}_{n}\left(Q_{n-2} P_{n-1}+\widetilde{Q}_{n-1} \widetilde{P}_{n-2}\right) \\
F_{n}^{\prime}=Q_{n-2} \widetilde{Q}_{n-2}\left(Q_{n} P_{n-1}+\widetilde{Q}_{n-1} \widetilde{P}_{n}\right) .
\end{array}\right.
\end{aligned}
$$

The matrices $P_{n}, Q_{n}$ (resp. $\widetilde{P}_{n}, \widetilde{Q}_{n}$ ) are the numerator and denominator of the $n^{t h}$ convergent of $D^{q}($ resp. $\ln (D))$ which are defined by
$\left\{\begin{array}{c}P_{n}=D_{n} P_{n-1}+P_{n-2} \\ Q_{n}=D_{n} Q_{n-1}+Q_{n-2}\end{array} \quad\right.$ and $\quad\left\{\begin{array}{l}\widetilde{P}_{n}=\widetilde{D}_{n} \widetilde{P}_{n-1}+\widetilde{P}_{n-2} \\ \widetilde{Q}_{n}=\widetilde{d}_{n} \widetilde{Q}_{n-1}+\widetilde{Q}_{n-2} .\end{array}\right.$
We recall that

$$
\left\{\begin{array}{c}
D_{1}=\frac{-I-q \varphi(D)}{2 q \varphi(D)}, D_{2}=\frac{6 q I}{\left(q^{2}-1\right) \varphi(D)} \\
D_{2 k}=\frac{-2 q\left(q^{2}-2^{2}\right) \cdots\left(q^{2}-(2 k-2)^{2}\right)}{\left(q^{2}-1\right) \cdots\left(q^{2}-(2 k-1)^{2}\right)}(4 k-1) \varphi^{-1}(D), k \geq 1 \\
D_{2 k+1}=\frac{-\left(q^{2}-1\right) \cdots\left(q^{2}-(2 k-1)^{2}\right)}{2 q\left(q^{2}-2^{2}\right) \cdots\left(q^{2}-4 k^{2}\right)}(4 k+1) \varphi^{-1}(D), k \geq 1
\end{array}\right.
$$

and

$$
\left\{\begin{array}{c}
\widetilde{D}_{1}=(-2 \varphi(D))^{-1}, \widetilde{D}_{2}=\frac{6 I}{\varphi(D)}, \\
\widetilde{D}_{2 k}=\frac{2(2.4 \cdots(2 k-2))^{2}}{(1.3 .5 \cdots(2 k-1))^{2}}(4 k-1) \varphi^{-1}(D), \quad k \geq 2 \\
\widetilde{D}_{2 k+1}=\frac{(-1.3 .5 \cdot \cdots(2 k-1))^{2}}{(2.4 \cdot \cdots(2 k))^{2} \varphi(D)}(4 k+1) \varphi^{-1}(D), \quad k \geq 1 .
\end{array}\right.
$$

We see that $P_{n}, Q_{n}, E_{n}^{\prime}$ and $F_{n}^{\prime}$ are diagonal matrices, so we put

$$
\left\{\begin{array}{l}
P_{n}=\operatorname{diag}\left(p_{n}^{1}, p_{n}^{2}, \cdots, p_{n}^{m}\right) \\
Q_{n}=\operatorname{diag}\left(q_{n}^{1}, q_{n}^{2}, \cdots, q_{n}^{m}\right)
\end{array}, \quad\left\{\begin{array}{l}
E_{n}^{\prime}=\operatorname{diag}\left(e_{n}^{1}, e_{n}^{2}, \cdots, e_{n}^{m}\right), \\
F_{n}^{\prime}=\operatorname{diag}\left(f_{n}^{1}, f_{n}^{2}, \cdots, f_{n}^{m}\right)
\end{array}\right.\right.
$$

We obtain for each $1 \leq i \leq m$,

$$
\left\{\begin{array}{l}
p_{-1}^{i}=1, p_{0}^{i}=0, p_{1}^{i}=c_{i 1}^{*}+1, \quad p_{2}^{i}=\left(e_{2}^{i}-f_{2}^{i}\right)\left(c_{i 1}^{*}+1\right) \\
q_{-1}^{i}=0, q_{0}^{i}=1, q_{1}^{i}=c_{i 1}^{*} d_{i 1}^{*}, \quad q_{2}^{i}=\left(e_{2}^{i}-f_{2}^{i}\right) q_{1}^{i}+c_{i 1}^{*} d_{i 1}^{*} f_{2}^{i}
\end{array}\right.
$$

and for $n \geq 3$, we have

$$
\begin{aligned}
& \left\{\begin{array}{l}
p_{n}^{i}=\left(e_{n}^{i}-f_{n}^{i}\right) p_{n-1}^{i}+e_{n-1}^{i} f_{n}^{i} p_{n-2}^{i} \\
q_{n}^{i}=\left(e_{n}^{i}-f_{n}^{i}\right) q_{n-1}^{i}+e_{n-1}^{i} f_{n}^{i} q_{n-2}^{i}
\end{array}\right. \\
& \left\{\begin{array}{l}
e_{n}^{i}=q_{n}^{i} \widetilde{q}_{n}^{i}\left(q_{n-2}^{i} p_{n-1}^{i}+\widetilde{q}_{n-1}^{i} \widetilde{p}_{n-2}^{i}\right) \\
f_{n}^{i}=q_{n-2}^{i} \widetilde{q}_{n-2}^{i}\left(q_{n}^{i} p_{n-1}^{i}+\widetilde{q}_{n-1}^{i} \widetilde{p}_{n}^{i}\right)
\end{array}\right.
\end{aligned}
$$

By Lemma 3.2, we deduce that $\frac{p_{n}^{i}}{q_{n}^{i}}$ converges to $\lambda_{i}^{q} \ln \left(\lambda_{i}\right)$ for $1 \leq i \leq m$. It follows that the matrix $\frac{P_{n}}{Q_{n}}$ converges to $D^{q} \ln (D)$. So, we get

$$
D^{q} \ln (D)=\left[0 ; \frac{D_{1}+I}{D_{1} \widetilde{D}_{1}}, \frac{D_{1} \widetilde{D}_{1} F_{2}^{\prime}}{E_{2}^{\prime}-F_{2}^{\prime}}, \frac{E_{n-1}^{\prime} F_{n}^{\prime}}{E_{n}^{\prime}-F_{n}^{\prime}}\right]_{n=3}^{+\infty}
$$

By Proposition 3.2, we have

$$
A^{q} \ln (A)=X\left(D^{q} \ln (D)\right) X^{-1}
$$

$$
=\left[0 ;\left(\frac{\left.D_{1}+I\right) X^{-1}}{D_{1} \widetilde{D}_{1} X^{-1}}, \frac{D_{1} \widetilde{D}_{1} F_{2}^{\prime} X^{-1}}{E_{2}^{\prime}-F_{2}^{\prime}}, \frac{E_{n-1}^{\prime} F_{n}^{\prime}}{E_{n}^{\prime}-F_{n}^{\prime}}\right]_{n=3}^{+\infty}\right.
$$

Let us define the sequence $\left.\left(X_{n}\right)\right)_{n \geq-1}$ by $X_{-1}=X_{0}=I$, and for all $n \geq 1$, $X_{n}=X$. Then we have

$$
\left\{\begin{array}{c}
\frac{X_{1}\left(D_{1}+I\right) X^{-1} X_{-1}^{-1}}{X_{1} D_{1} \widetilde{D}_{1} X^{-1} X_{0}^{-1}}=\frac{A_{1}+I}{A_{1} \widetilde{A}_{1}}, \\
\frac{X_{2}\left(D_{1} \widetilde{D}_{1} F_{2}^{\prime} X^{-1}\right) X_{0}^{-1}}{X_{2}\left(E_{2}^{\prime}-F_{2}^{\prime}\right) X_{1}^{-1}}=\frac{A_{1} \widetilde{A}_{1} F_{2}}{E_{2}-F_{2}}, \\
\frac{X_{n}\left(E_{n-1}^{\prime} F_{n}^{\prime}\right) X_{n-2}^{-1}}{X_{n}\left(E_{n}^{\prime}-F_{n}^{\prime}\right) X_{n-1}^{-1}}=\frac{E_{n-1} F_{n}}{E_{n}-F_{n}}
\end{array}\right.
$$

with $X E_{n}^{\prime} X^{-1}=E_{n}$ and $X F_{n}^{\prime} X^{-1}=F_{n}$ for all $n \geq 2$.
By applying the result of Proposition 3 to the sequence $\left(X_{n}\right)_{n \geq-1}$, we finish the proof of Theorem 4.

### 3.2 Representation of the generalized operator entropy

Theorem 10 Let $A$ and $B$ be two positive definite matrices in $\mathcal{M}_{m}, q$ a positive real number such that $0<q<1$. A continued fraction representation of the generalized operator entropy $S_{q}(A \mid B)$ is given by

$$
S_{q}(A \mid B)=\left[0 ; \frac{\left(A_{1}^{\prime}+I\right) A^{1 / 2}}{A_{1}^{\prime}{\widetilde{A^{\prime}}}_{1} A^{-1 / 2}}, \frac{A_{1}^{\prime} \widetilde{A^{\prime}}{ }_{1} F_{2} A^{-1 / 2}}{E_{2}-F_{2}}, \frac{E_{n-1} F_{n}}{E_{n}-F_{n}}\right]_{n=3}^{+\infty}
$$

where $A_{k}^{\prime}=A_{k}$ and $\widetilde{A^{\prime}}{ }_{k}=\widetilde{A}_{k}$ which are defined in Theorem 3.1 by the equalities (0.1) and (0.2) by replacing $\varphi(A)$ by

$$
\varphi(A, B)=\varphi\left(A^{-1 / 2} B A^{-1 / 2}\right)=A^{1 / 2}\left(\frac{A-B}{A+B}\right) A^{-1 / 2}
$$

Proof We have

$$
\left(A^{-1 / 2} B A^{-1 / 2}\right)^{q} \ln \left(A^{-1 / 2} B A^{-1 / 2}\right)=A^{-1 / 2} S_{q}(A \mid B) A^{-1 / 2} .
$$

By applying Theorem 4 the continued fraction representation of $S_{q}(A \mid B)$ is

$$
S_{q}(A \mid B)=A^{1 / 2}\left[0 ; \frac{\left(A_{1}^{\prime}+I\right)}{A_{1}^{\prime} \widetilde{A^{\prime}}{ }_{1}}, \frac{A_{1}^{\prime} \widetilde{A^{\prime}}{ }_{1} F_{2}}{E_{2}-F_{2}}, \frac{E_{n-1} F_{n}}{E_{n}-F_{n}}\right]_{n=3}^{+\infty} A^{1 / 2}
$$

That is

$$
S_{q}(A \mid B)=\left[0 ; \frac{\left(A_{1}^{\prime}+I\right) A^{1 / 2}}{A_{1}^{\prime}{\widetilde{A^{\prime}}}_{1} A^{-1 / 2}}, \frac{A_{1}^{\prime} \widetilde{A^{\prime}}{ }_{1} F_{2} A^{-1 / 2}}{E_{2}-F_{2}}, \frac{E_{n-1} F_{n}}{E_{n}-F_{n}}\right]_{n=3}^{+\infty}
$$

which completes the proof of Theorem 10.

Let $q \in \mathbb{R}$, such that $0<q<1$ and $n$ be an integer, we gave some properties of $S_{q}(A \mid B)$, which are shown in [7].

Lemma 11 Let $A$ and $B$ be two positive definite matrices in $\mathcal{M}_{m}, n \in \mathbb{N}^{*}$, then we have

$$
\begin{gathered}
\text { (i) } S_{n}(A \mid B)=\left(B A^{-1}\right)^{n} S(A \mid B)=S(A \mid B)\left(A^{-1} B\right)^{n} . \\
\text { (ii) } S_{2 n}(A \mid B)=\left(B A^{-1}\right)^{n} S(A \mid B)\left(A^{-1} B\right)^{n} . \\
(i i i) S_{2 n+1}(A \mid B)=\left(B A^{-1}\right)^{n} S_{1}(A \mid B)\left(A^{-1} B\right)^{n} .
\end{gathered}
$$

Now we have the next result which gives a continued fraction expansions of the relative operator entropy $S_{n}(A \mid B)$.

Corollary 12 Let $A$ and $B$ be two positive definite matrices in $\mathcal{M}_{m}, n \in \mathbb{N}$. $A$ continued fraction representation of the generalized operator entropy $S_{n}(A \mid B)$ is given by

$$
S_{n}(A \mid B)=\left[0 ; \frac{2\left(B A^{-1}\right)^{n} A\left(\frac{A-B}{A+B}\right)}{I}, \frac{-k^{2} A\left(\frac{A-B}{A+B}\right)^{2} A^{-1}}{(2 k+1) I}\right]_{k=1}^{+\infty}
$$

Proof In order to prove this Theorem, we recall a continued fraction expansion of the relative operator entropy $S(A \mid B)$ (see [14]).

$$
S(A \mid B)=\left[0 ; \frac{2 A\left(\frac{A-B}{A+B}\right)}{I}, \frac{-k^{2} A\left(\frac{A-B}{A+B}\right)^{2} A^{-1}}{(2 k+1) I}\right]_{k=1}^{+\infty} .
$$

By applying Lemma 11 we complete the proof of Corollary.

### 3.3 Representation of the operator divergence

The Bregman operator divergence is $D(A \mid B)=B-A-S(A \mid B)$. We see that its positivity is assured by
$S(A \mid B)=A^{1 / 2} \ln \left(A^{-1 / 2} B A^{-1 / 2}\right) A^{1 / 2} \leq A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}-I\right) A^{1 / 2}=B-A$.
In Isa et al. [7] have generalized $D(A \mid B)$ as follows

$$
D_{q}(A \mid B)=f_{-q}(B, A)-f_{q}(A, B)-S_{q}(A \mid B)
$$

where

$$
f_{q}(A, B)=A^{1 / 2}\left(A^{-1 / 2} B\left(A^{-1 / 2}\right)^{q} A^{1 / 2}\right.
$$

Theorem 13 Let $A$ and $B$ be two positive definite matrices in $\mathcal{M}_{m}, q$ a positive real number such that $0<q<1$. A continued fraction representation of the operator divergence $D_{q}(A \bmod B)$ is given by

$$
D_{q}(A \mid B)=\left[B-A ; \frac{\left(A_{1}^{\prime}+I+\widetilde{A^{*}}{ }_{0} \widetilde{A^{*}} 1\right) A^{1 / 2}}{A_{1}^{\prime} \widetilde{A^{*}}{ }_{1} A^{-1 / 2}}, \frac{A_{1}^{\prime} \widetilde{A^{*}}{ }_{1} F_{2}^{*} A^{-1 / 2}}{E_{2}^{*}-F_{2}^{*}}, \frac{E_{n-1}^{*} F_{n}^{*}}{E_{n}^{*}-F_{n}^{*}}\right]_{n=3}^{+\infty}
$$

For $k \geq 0, A^{\prime}{ }_{k}$ are the same as in Theorem 3.3. The matrices $\widetilde{A}_{k}^{*}, E_{k}^{*}$ and $F_{k}^{*}$ for all $k \geq 1$ are defined by the substitution of $\widetilde{A}_{k}^{\prime}$ by $b \widetilde{A}^{*}$ in Theorem 3.3. with $\widetilde{A}_{0}^{*}=A^{-1 / 2} B A^{-1 / 2}-I$ and $\widetilde{A}_{k}^{*}=-\widetilde{A}_{k}^{\prime}$ for all $k \geq 1$.

Proof Since $f_{-q}(B, A)=f_{1+q}(A, B)$, then we have

$$
\begin{aligned}
D_{q}(A \mid B) & =A^{1 / 2}\left(\left(A^{-1 / 2} B A^{-1 / 2}\right)^{q+1}-\left(A^{-1 / 2} B A^{-1 / 2}\right)^{q}-\right. \\
& \left.\left(A^{-1 / 2} B A^{-1 / 2}\right)^{q} \ln \left(A^{-1 / 2} B A^{-1 / 2}\right)\right) A^{1 / 2} \\
& =A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{q}\left(-\ln \left(A^{-1 / 2} B A^{-1 / 2}\right)+\right. \\
& \left.A^{-1 / 2} B A^{-1 / 2}-I\right) A^{1 / 2}
\end{aligned}
$$

So, the proof of Theorem 13 is shown by the similar way of Theorem 10 by replacing $\ln \left(A^{-1 / 2} B A^{-1 / 2}\right)$ by $\left(-\ln \left(A^{-1 / 2} B A^{-1 / 2}\right)+A^{-1 / 2} B A^{-1 / 2}-I\right)$.

## 4 Numerical applications

This paragraph will provide some numerical data to illustrate the preceding results. The focus will be on the results obtained for the generalized operator entropy and the operator divergence.

### 4.1 Numerical example of the $A^{q} \ln (A)$,

We start this section by giving an example to illustrate the theoretical results obtained in theorem 3.2.

Example 1

| $\lambda$ | q | $\lambda^{q} \ln \lambda-F_{1}$ | $\lambda^{q} \ln \lambda-F_{2}$ | $\lambda^{q} \ln \lambda-F_{3}$ | $\lambda^{q} \ln \lambda-F_{4}$ | $\lambda^{q} \ln \lambda-F_{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | $\frac{1}{2}$ | 0.04692481 | $0.147810^{-2}$ | $0.446210^{-4}$ | $0.133110^{-5}$ | $0.39410^{-7}$ |
| 2 | $\frac{1}{3}$ | 0.03997739 | $0.126910^{-2}$ | $0.384510^{-4}$ | $0.11510^{-5}$ | $0.34310^{-7}$ |
| 3 | $\frac{1}{2}$ | 0.2361856 | 0.01855478 | $0.136910^{-2}$ | $0.997310^{-4}$ | $0.722410^{-5}$ |

Now, we pass to a more general case than the previous one; matrix case.

Example 2 Let $A \in \mathcal{M}_{m}$ be a positive definite matrix, such that

$$
A=\left(\begin{array}{ll}
2 & 1 \\
1 & 3
\end{array}\right)
$$

We calculate the difference between the exact value of $A^{q} \ln A$ and its first convergent. We will take for example $q=\frac{1}{3}$, we get

$$
\begin{aligned}
A^{q} \ln A-F_{1} & =\left(\begin{array}{cc}
0.08867877674 & 0.1379741093 \\
0.1379741091 & 0.226652885
\end{array}\right) \\
A^{q} \ln A-F_{2} & =\left(\begin{array}{cc}
0.00934803094 & 0.0150871241 \\
0.0150871239 & 0.024435154
\end{array}\right) \\
A^{q} \ln A-F_{3} & =\left(\begin{array}{cc}
0.9361897410^{-3} & 0.1514529510^{-2} \\
0.1514529310^{-2} & 0.245071810^{-2}
\end{array}\right) \\
A^{q} \ln A-F_{4} & =\left(\begin{array}{cc}
0.921261410^{-4} & 0.149060710^{-3} \\
0.149060510^{-3} & 0.24118610^{-3}
\end{array}\right) \\
A^{q} \ln A-F_{5} & =\left(\begin{array}{ll}
0.90025410^{-5} & 0.14565510^{-4} \\
0.14565310^{-4} & 0.2356710^{-4}
\end{array}\right)
\end{aligned}
$$

### 4.2 Numerical example of the generalized operator entropy

Now, we turn to the first main objective of this work; approximation of the generalized operator entropy by using continued fractions

Example 3 Let $A$ and $B$ be two positive definite matrices in $\mathcal{M}_{m}$ such that

$$
A=\left(\begin{array}{lll}
5 & 0 & 0 \\
0 & 2 & 1 \\
0 & 1 & 5
\end{array}\right) \text { and } B=\left(\begin{array}{lll}
3 & 1 & 0 \\
1 & 4 & 1 \\
0 & 1 & 3
\end{array}\right)
$$

We calculate the difference between $S_{q}(A \mid B)$ and its first five convergents, we will take for example $q=\frac{1}{3}$, we got the following results

$$
\begin{aligned}
& F_{1}-S_{q}(A \mid B)=\left(\begin{array}{ccc}
0.054190989 & -0.04186083842 & 0.0061362095 \\
-0.0418608386 & -0.09860205655 & -0.0089742420 \\
0.00613620937 & -0.0089742424 & 0.041304948
\end{array}\right) \\
& F_{2}-S_{q}(A \mid B)=\left(\begin{array}{ccc}
0.001377942 & -0.00151980232 & 0.0002817516 \\
-0.0015198025 & -0.00384514555 & -0.0004732079 \\
0.00028175148 & -0.0004732083 & 0.000786263
\end{array}\right) \\
& F_{3}-S_{q}(A \mid B)=\left(\begin{array}{ccc}
0.000032775 & -0.00005387752 & 0.8625410^{-5} \\
-0.0000538777 & -0.00014206055 & -0.0000193084 \\
0.86253310^{-5} & -0.0000193088 & 0.000014661
\end{array}\right) \\
& F_{4}-S_{q}(A \mid B)=\left(\begin{array}{ccc}
0.71810^{-6} & -0.19096210^{-5} & 0.216210^{-6} \\
-0.1909810^{-5} & -0.51675510^{-5} & -0.727910^{-6} \\
0.2161510^{-6} & -0.728310^{-6} & 0.26310^{-6}
\end{array}\right) \\
& F_{5}-S_{q}(A \mid B)=\left(\begin{array}{ccc}
0.1310^{-7} & -0.672210^{-7} & 0.6510^{-8} \\
-0.67410^{-7} & -0.1865510^{-6} & -0.27210^{-7} \\
0.64310^{-8} & -0.27610^{-7} & -0.210^{-8}
\end{array}\right)
\end{aligned}
$$

### 4.3 Numerical example of the operator divergence

We end this paragraph by illustrating the theoretical results concerning the divergence operator.

We keep the same data as we have in the previous example. We calculate the difference between $D_{q}(A \mid B)$ and its first five convergents, we got the following results

Example 4

$$
\begin{aligned}
& F_{1}-D_{q}(A \mid B)=\left(\begin{array}{ccc}
-0.069264959 & 0.03318154762 & -0.0099888506 \\
0.0331815487 & 0.07019678255 & 0.0044140547 \\
-0.00998885042 & 0.0044140552 & -0.048288369
\end{array}\right) \\
& F_{2}-D_{q}(A \mid B)=\left(\begin{array}{ccc}
-0.001821578 & 0.00117926062 & -0.0004227273 \\
0.0011792617 & 0.00278467055 & 0.0003187543 \\
-0.00042272712 & 0.0003187548 & -0.000933848
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
F_{3}-D_{q}(A \mid B) & =\left(\begin{array}{ccc}
-0.000045885 & 0.00004116862 & -0.0000132690 \\
0.0000411697 & 0.00010356255 & 0.0000139272 \\
-0.00001326882 & 0.0000139277 & -0.000018017
\end{array}\right) \\
F_{4}-D_{q}(A \mid B) & =\left(\begin{array}{ccc}
-0.111510^{-5} & 0.14436210^{-5} & -0.362910^{-6} \\
0.1444710^{-5} & 0.37855510^{-5} & 0.538010^{-6} \\
-0.3627210^{-6} & 0.538510^{-6} & -0.35010^{-6}
\end{array}\right) \\
F_{5}-D_{q}(A \mid B) & =\left(\begin{array}{ccc}
-0.2710^{-7} & 0.506210^{-7} & -0.10010^{-7} \\
0.50710^{-7} & 0.1425510^{-6} & 0.21710^{-7} \\
-0.98210^{-8} & 0.22210^{-7} & -0.310^{-8}
\end{array}\right)
\end{aligned}
$$
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