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Low-Cost Image Processing System for Evaluating Pavement Surface Distress 

 

Abstract 

Most asphalt pavement condition evaluation use rating frameworks in which asphalt pavement distress is 

estimated by type, extent, and severity. Rating is carried out by the pavement condition rating (PCR) which are 

tedious and expensive. This paper presents the development of a low-cost technique for image pavement distress 

analysis that permits the identification of pothole and cracks. Paper explores the application of image processing 

tools for the detection of potholes and cracks. Longitudinal cracking and pothole are detected using Fuzzy-C-

Means (FCM) and proceeded with the Spectral Theory algorithm. The framework comprises three phases 

including image acquisition, processing, and extraction of features. A digital camera, (Gopro) camera with the 

holder is used to capture pavement distress images on a moving vehicle. FCM classifier and Spectral Theory 

algorithms are used to compute features and classify the longitudinal cracking and pothole. The Matlab2016Ra 

Image preparing tool kit utilizes performance analysis to identify the viability of pavement distress on selected 

urban stretches of Bengaluru city, India. The outcomes of image evaluation with the utilization semi-

computerized image handling framework represented the features of longitudinal crack and pothole with an 

accuracy of about 80%. Further, the detected images are validated with the actual dimensions and it is seen that 

dimension variability is about 0.46. The linear regression model y=1.171x-0.155 is obtained using the existing 

and experimental / image processing area. The R2 correlation square obtained from the best fit line is 0.807 

which is considered in the linear regression model to be ‘large positive linear association’.  

Keywords: Crack detection, Pothole detection, Spectral clustering, Image processing, Image segmentation, 

Fuzzy-C-Means (FCM). 

1. Introduction 

   

1.1 Background  

 

Pavement condition must be evaluated for planning maintenance activities. The evaluation is carried out either 

with manual or automatic methods. Manual evaluation is concentrated and reliant on the evaluator, and is 

inclined to subjectivity, which involves high labour costs. Recent advancements in technology that offer an 

ever-increasing number of opportunities for automated identification and grouping of pavement distress. After 

distress detection, mechanized information is utilized for classifying and auditing. Maintaining the pavement in 

an ideal condition while reducing expenses during the design life of the pavement is a challenge. Pavement 

evaluation helps in effective Pavement Management System (PMS), on which the choices are made for long 

term pavement preservation. PMS hence consists of systematic road inventory, pavement inspection, 

investigation lastly work planning as shown in Figure 1. 

 

 
 

Figure 1: Automated pavement inspection methods [33] 
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In recent years, the emphasis has been on the improvement of inventive strategies and algorithms to update 

manual-based road condition studies. Although automated computerized solutions have been proposed, a manual 

pavement condition survey is still essentially utilized [14, 15] for distinguishing and estimating type and severity of 

asphalt pavement distress [16, 17]. The American Vehicle Exploration Department (ATRB) and the UK Transport 

Research Laboratory (TRL) have prescribed the elimination of manual tasks to decrease road survey costs, just as 

featuring the disadvantages of the new computerized framework is also explained in [14,18].  

 

Many researchers have presented commercial solutions to deal with the different distress. Particularly for the 

distresses related to pavement micro-texture to be implemented in a cost-effective way. Distresses such as potholes 

show accuracy of scientific method 20% more than commercial method [20].Comparison of multi resolution 

methods for detection of pavement distress using [PIAS] Pavement image acquisition system focusing on multi 

resolution texture analysis for fast isolation of pavement cracks and potholes using algorithms namely Wavelet, 

ridgelet and curvelet based vector  have shown that accuracy rate pothole detection is 97.9% [21].A  novel 

approach called ConnCrack is proposed for road crack detection combining conditional Wasserstein generative 

adversarial network and connection maps by fixing Gopro camera, on the rearside of the moving vehicle achieves 

state-of-the-art efficiency of 72% compared to other methods [22].Another novel detection algorithm based on 

fuzzy logic is used as a feature of transformation which can  classify the cracks type based on information from the 

projections in four directions [23]. Summary of image processing methods for detecting crack on road pavement 

are presented [24]. New non-supervised approach on spectral clustering system detected all potholes on the surface 

with an accuracy of 81 per cent [25].Detection of crack using three pattern recognition algorithms (i.e. K-nearest 

neighbours, artificial neural network, and vector supporting machine) .The support vector machine model was 

obtained with calibration set recognition rates of 95.1 percent and prediction set rates of 97.1 percent [26] 

A literature review was carried out to get a better understanding of topics related to image processing and its 

various techniques, algorithms related to vision-based, block-based, and clustering methods. Researchers have 

presented different automatic pavement evaluation system in which images are collected from the video/camera 

being mounted on the vehicle. It can be seen that in the era of intelligent vehicle technology, big data, and 

IoT(Internet of things) that such techniques can serve as a data provider. 

 

Although numerous analysts attempted to introduce strategies and gadgets for a superior assessment of asphalt 

surface features, center around minimal effort innovation, use of portable smart-phones and such low-cost approach 

of evaluation techniques are not so popular. Most of the studies show that a single algorithm is used to detect a 

single type of distress. In this paper, an attempt is made to use combination k-Nearest Neighbor (kNN) and spectral 

theory algorithm algorithms, and a single code is prepared, which can identify multiple distresses using a single 

system. 

 

 1.2 Objective of paper 

 

The objective of this work is to provide automatic pavement condition assessment utilizing image processing 

techniques  

i. To process and investigate the pavement distress and to develop a technique for assessment of asphalt 

pavement surface condition. 

ii. Assess the efficiency of feature analysis. 

 

2. Theory and Concepts 

In this section, a short presentation of employed techniques such as fuzzy C-means (FCM) clustering, spectral 

clustering algorithms are mentioned in brief. 
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Three predominant strategies are utilized, to identify the features of an image. Filtering techniques are used 

specifically to obtain specific features. Wrapper techniques use a goal characteristic to pick characteristic features. 

Embedded techniques are hybrid techniques which integrate the two strategies mentioned previously.  

2.1 Fuzzy C-means clustering 

FCM algorithm is a famous clustering method carried out for a better understanding of computer vision and sample 

recognition programs. FCM is stimulated from k-means and primarily based on fuzzy logic.FCM is an 

enhancement of a fuzzy goal characteristic as shown in the equation (1), the use of fuzzy membership function 

provided values within the interval of zero and one are represented by means of membership matrix (U) [30]. 

        J' (U, V) =∑ .𝑐
𝑖=1 ∑ 𝑢𝑖𝑗

𝑚  ‖𝑋𝑗 − 𝑉𝑖‖
2𝑁

𝑗=1                       (1) 

 

Where, 

N: number of test  

C: number of clustering groups  

U: network of fuzzy values  

V: grid of cluster center  

Xj: is the jth determined example  

Vi:The center point of the group i 

                                               Vi = 

∑ 𝑢𝑖𝑗   
𝑚 𝑋𝑗 𝑁

𝑗=1

∑ 𝑢𝑖𝑗   
𝑚𝑁

𝑗=1
        , 1 ≤ 𝑖 ≤ 𝐶                                                                                    (2) 

 

𝑢𝑖𝑗  = (0≤ 𝑢𝑖𝑗≤1) is the participation/ membership of 𝑥𝑗  with regards to cluster i. 

 

                                                       𝑢𝑖𝑗 = 
1

∑  (
‖𝑋𝑗−𝑉𝑖‖

‖𝑋𝑗−𝑉𝑖‖
)

2
𝑚−1

𝑐
𝑘=1

                                                                (3) 

 

m: (m≥1) is exponent value of fuzzy function. 

 

FCM algorithm incorporates the following steps:  

1) Initialize arbitrarily/randomly the center value of the cluster (V)  

2) Calculate the enrollment/membership matrix (U)  

3) Update the center value of the cluster (Vi)  

4) Calculate the function of fuzzy objective (J)  

5) Repeat stages 2 to 4 until a condition is fulfilled 

Conventional similarity measures can't classify complicated patterns correctly in a few instances. To address 

imprecision and unclearness, the creators of [34] proposed the utilization of closeness estimates dependent on fuzzy 

sets to arrange tests in test acknowledgment packages. 

2.2 Spectral clustering algorithm 

Spectral clustering is an unsupervised class set of rules where the effects are executed from combining a couple of 

k-means clustering effects. Spectral clustering is utilized in unique regions along with document analysis, image 

segmentation, etc. [35].In contrast to k-means and conventional algorithms, spectral clustering having a place with 

unpredictable structure associations fundamentally dependent on the network. 
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Figure 2: Spectral Clustering Algorithm  

 

The spectral clustering algorithm provides a basic idea on the performance of dimensionality decrease and groups 

the information objects. Steps associated with clustering are introduced in Figure 2, which provides a method for 

calculation of similarity matrix, diagonal matrix, Laplacian matrix and helps in finding the largest eigenvalue in the 

normalized matrix. After which k clusters are used in the study to analyze the k-means algorithm. 

 

3. Methodology 

In this section, a short presentation of study stretch and steps involved in the image processing are mentioned in 

brief. 

 

3.1 Study stretch 

 

Two separate road stretches are selected for the investigation. The principle area is the circle street associating 

Bangalore University road (shown in Figure 4). The second stretch is the road connecting between Yashwantapur 

metro station to Goraguntepalya metro station of Bangaluru (shown in Figure 5). All of the places are chosen 

depending on the type of distress present. Bangalore university road stretch has potholes, while another stretch has 

longitudinal cracks. The details of the location; latitude, and longitudes are presented in Table 1.Google map views 

of the locations are presented in Figure 3 and Figure 4. Figure 3, where loop road having length 2 km and width of 

3.75m is connecting from the Bangalore university road to Gnana Bharati main road, Bengaluru. Figure 4 shows 

the NH4 Tumkur main road connecting to the Nelamangala-Majestic service road of Bengaluru, having a two-lane 

divided carriageway. In which 3km stretch road is considered for the data collection. 
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Figure 3: Bangalore University Road, Bengaluru, 

Karnataka  

Figure 4: NH4 Tumkuru main road, Bengaluru, 

Karnataka 

 

Table 1: Details of study stretch 

 

 

Stretch name 

Bangalore University Road, Bengaluru, 

Karnataka 

NH4 Tumkuru main road, Bengaluru, 

Karnataka 

 

Latitude 

Start Point End Point Start Point End Point 

12o56'37.93''N 12o56'37.84'' N 13o01'10.47'' N 13o01'10.47'' N 

Longitude 77o30'17.31''E 77o30'17.31''E 77o33'11.10'' E 77o33'11.10'' E 

 

The studies are carried out in three phases, namely image acquisition, image processing, extraction of the element. 

Image acquisition is an encoded representation of the visual characteristics of an object, inclusive of the structure 

of an item. Image processing is an approach to do a few procedures on an image, a good way to get an improved 

photograph or to extract a few beneficial facts from it. Feature extraction is a form of dimensionality discount that 

correctly represents elements of an image as a compact characteristic vector. This technique is beneficial when 

image sizes are big and a discounted function representation is required to speedy complete tasks such as image 

matching and retrieval. 

 

Figure 5: Steps involved in image processing 

In this process, photographs were taken during the daylight of the road surface using a digital camera (32 

megapixels) and a GoPro camera. The pavement distress pictures were collected along urban stretches of 
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Bangalore University Road and Yashwantapur metro station road in Bengaluru city is used for this project. The 

images must be clear with cracks without any distractions such as shadow, sand within the crack, or other 

unnecessary stuff that will interrupt the processing of the image. During the collection of road distress images, few 

things are taken care of, such as time of collection and distance of the camera from the ground level. The 

methodology of image processing is presented in Figure 5, which shows that images that are collected from the 

smart-phone and Gopro are provided as an input to the software and feature extraction is carried out using the 

algorithm.  

 

1. Illumination: Image is captured on a bright mid-day around 11 am for better results. Image brightness and 

contrast can influence the image-process. For this purpose, illumination is essential to ensure that the 

image is captured with good image processing data quality. 

2. Distance from the camera to the pavement: The camera is fixed about 300mm from ground level for 

potholes and 850mm for longitudinal cracks. The size of the crack and the relative gaps between crack 

will be affected in case of height variation. 

 

4. Results and Discussion 

In this case, FCM (Fuzzy-c-means) and spectral theory algorithm are used to detect potholes and longitudinal 

cracks. Single code is prepared using these two algorithms, code comprises of various steps of the process such as 

de-shadowing (Method in which shadows are removed), enhancement of picture, thresholding, elimination of 

noise, and connection of breakpoints. These steps are important as images obtained from the site had disturbances 

such as heavy traffic along the road, due to which image frames get affected in recognizing the distress. Image 

processing is the fundamental stage to deliver an outcome. The methods for image processing are applied with the 

MATLAB Image Processing Toolbox.  

Figure 6 provides the structure of the proposed system. In which ‘Hardware’ step shows images are collected 

through the hardware devices such as GoPro fixed to the two-wheelers and Smartphone being attached to the 

number plate of the car. Whereas,’ Input’ represents the input of the dataset of images. MATLAB software is used 

for the analysis, and finally, the output results are obtained. During the processing, manual image thresholding is 

applied because of the problems of images with different conditions and illuminations. The process is 

accomplished by increasing the threshold value slowly, t (Threshold value) from zero to the value which can 

visually remove most of the context and maintain most of the distress (pavement crack and pothole) in the picture. 

 

Figure 6: The structure of the proposed system 
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Input Image Processing Image Output Image 

   

   

   

   

 

Figure 7: Image processing outputs 

Some of the output results are presented in Figure 7. This shows the input as a image, processed image during the 

code run, and finally, the results/output images are listed. After the feature identification of longitudinal crack and 

pothole, code efficiency is checked by providing a variable number of images or data sets, this data set of 

5,10,15,20 images are provided as input to the software. Then the correct and incorrect images are listed. Correctly 

identified images are named as ‘True positive’, and wrongly identified are named as ‘True negative’. 

Table 2 provides the total number of true positive and true negative results. 'True Positive' and 'True Negative' 

images act as parameters to calculate the precision of identification. The precision of the outcomes is determined 

using equation (4) [36]. 

                                           Precision =(
𝑇𝑃

𝑇𝑃+𝐹𝑃
) x 100                             (4) 

Where, TP=True positive 

           FP=False positive 

 

Table 2: Precision calculation [36] 

Input images True positive True negative 

Precision 

(%) 

5 4 1 80 

10 6 4 60 
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15 9 6 60 

20 7 13 35 

  

After the identification, the detected images are validated with the actual images, where actual dimensions such as 

length, breadth of longitudinal crack, and diameter of potholes are measured in the site and are checked with the 

detected images as shown in Table 3.ASTMD6433 provides information about the severity and measurement of a 

pothole and longitudinal cracks. In case of pothole, the diameter and depth are considered, based on which severity 

is calculated. Whereas, the width of the crack is considered in case of longitudinal cracks. Terminology L, M, H in 

Table 3 refers to the low, medium, and high severity of distress which is provided in ASTMD6433. Detected 

images are scaled in 1:1000 in the AutoCAD and results are listed. This shows that the variation of dimension 

varies on an average of 0.46. Therefore the correction factor of 0.46 can be applied to the detected images. 

Table 3: Error calculation 

Type of 

camera 

Type of 

distress 

Dimensions Error calculation  

Actual dimensions/Actual value 

(m) 

Image processed 

dimensions/Obtained value (m) 

 

(
|Actual value − obtined value|

Actual value
)  

Smart-

phone 

Pothole Diameter (m) Severity 

level 

Diameter (m) Severity 

level 

0.5 M 0.4 M 0.2 

1.3 H 1.5 H 1.5 

1.5 H 1.6 H 0.6 

1.2 H 1.3 H 0.8 

GoPro Longitudinal 

crack 

Length   

(m) 

Breadth 

(m) 

Severity 

level 

Length 

(m) 

Breadth 

(m) 

Severity 

level 

Error calculation  

3.23 0.2 M 1.01 0.1 M 0.5 

4.5 0.09 L 4.5 0.08 L 0.1 

2.5 0.08 L 2.4 0.08 L 0 

3.6 0.1 M 3.6 0.1 M 0 

                                                                                                           Average error value 0.46 

 

Using the dimensions of a pothole, cracks, and the area calculation is shown in Table 4. Using this data linear 

regression curve of best fit is obtained, shown in Figure 8. Which provides the linear regression model y=mx-c and 

square of correlation R2 is obtained, which is shown in equation (5). Expression of straight-line y=mx-c indicates 

that ‘y’(y-axis ) is linearly dependent on ‘x’ (x-axis), ‘m’ is the slope of a line and ‘c’ is an intercept of a linear line. 

R2 is a square of correlation, measures the proportion of variation in the dependent variable.R2 is always between 

0 and 1. Result show that the value of R2 is 0.807 which is considered to be ‘large positive linear association’ in the 

linear regression model. 

 

                                                                           y=1.171x - 0.155                                                  (5) 

R² = 0.807 
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Figure 8: Linear regression model 

Table 4: Details of actual and image processed area 

 

 

 

 

 

 

 

 

 

 

 

5. Conclusions 

In this study, a computerized framework is created dependent on image processing procedures to evaluate 

pavement distress. The results show the adequate performance of the proposed framework.  

 

Results have indicated proficient outcomes on the use of FCM and Spectral theory examination for the potholes 

and longitudinal cracks. The accuracy of calculations is checked utilizing equation (4). At the point when the 

precision is determined to utilize equation (4), the highest accuracy obtained is about 80% using a data set of 5 

images. Hence precise outcomes can be obtained with the data set of 5 in numbers. The detected images are 

validated with the actual dimensions and error calculated is about 0.46, which can be used as a correction factor for 

analysis. Based on the actual and experimental/image processed area, the linear regression model y=1.171x - 0.155 

is obtained. Square of correlation R2 which is obtained from the line of best fit is 0.807 which is taken into 

consideration to be ‘large positive linear association’ in the linear regression model. 

 

y = 1.171x - 0.155
R² = 0.807
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 To get productive yield, the picture must be clear without unsettling influences, such as darkness, sand within 

agitation, or other disruptions that will interrupt the image processing. In this work, extensive time and exertion 

were distributed to achieve dependable outcomes which can be influenced by environmental factors. Even though 

the image obtaining process needs traffic controlling. The benefit of this system is its quick-handling, operation 

ease, and easy to use work. Also, it can identify the feature of distress, which is significant for choosing 

maintenance strategies. The consequences of the proposed system can be actualized in the project level pavement 

management systems and also for road safety enhancement. 
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