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those conflicts [Gulati et al., 2021] or identifying the causes
and preventative measures of those conflicts [Manral et al.,
2016][Margulies and Karanth, 2018]. As far as we are aware,
our work is first in applying AI techniques for analyzing hu-
man wildlife conflicts in India.

News Article Analytics Many previous work have used
news articles for information retrieval and decision making.
In the finance field, [Chang et al., 2016] proposed a tree-
structured LSTM model to measure news sentiment and their
relation with abnormal market returns. [Hagenau et al., 2013]
used an automated feature selection scheme for mining fi-
nancial news data and predicting stock prices. Other works
([Ming et al., 2014], [Zhang and Skiena, 2010]) share sim-
ilar goals of mining news text for trading strategies. How-
ever, using news data for non-profit social impact purposes
has received little attention and we hope that our work can
demonstrate the first steps towards utilizing news articles for
wildlife conservation and help future policy making.

3 Methodology
3.1 Dataset
Our dataset consists of 758,000 newspaper articles collected
from the Times of India (ToI) website1 between 2006 and
2018. The Times of India is the largest circulated English
daily in India and aggregates news from around India.

We make the following observations on the dataset: (1)
The dataset is not pre-filtered for Human-Wildlife Conflict
research and contains articles on a wide variety of topics. (2)
We observe that the dataset also contains a small percentage
of duplicate and corrupted entries caused by archive listing
errors in the ToI website. (3) Finally, we observe that our
dataset does not contain consistent meta-data such as geotags
or subject tags.

3.2 Filtering
Based on these observations, we filter our dataset using a four
stage filtering pipeline as:

1. Wildlife/city filtering
2. Duplicate/corrupt entry removal
3. Latent Dirichlet allocation (LDA)
4. Human-wildlife conflict filtering

Wildlife/city filtering. We first filter for the wildlife men-
tions by first filtering for a pre-compiled set of 594 animal
names2. We modify the pre-compiled list of animals by man-
ually removing domesticated animals which are frequently
mentioned but are irrelevant to human-wildlife conflict. After
filtering the dataset with the pre-compiled list of wildlife ani-
mals, we identify the top fifteen animals by word occurrence
and re-filter the dataset accordingly.

We filter for Indian city mentions by observing that the ma-
jority of entries in the dataset start with the city name fol-
lowed by a colon (“:”) and filter accordingly by comparing
with a list of Indian cities.

1https://timesofindia.indiatimes.com
2https://github.com/skjorrface/animals.txt/blob/master/animals.

txt

This preliminary filtering reduces our dataset count to 55K
articles.
Duplicate/corrupt entry removal. While multiple in-
stances of the coverage of the same event in a dataset are
potentially meaningful and indicative of the significance of
the effect, we observe that the causes of duplication in our
dataset is caused by errors in the ToI website and are there-
fore irrelevant. As such we choose to remove these duplicate
entries to prevent spurious estimates.

Removing these duplicate and corrupt entries further re-
duces our dataset count to 50K articles.
Latent Dirichlet allocation (LDA). Latent Dirichlet allo-
cation, or LDA for short, is a topic-modeling algorithm com-
monly used for clustering unsupervised text datasets.

LDA assigns a set of words Wi = fwi,0; wi,1; : : : ; wi,Lig
to each topic ti, and assigns each document dj to a distribu-
tion of topics ft0; t1; : : : ; tNg by calculating the probability
P (tkjdj) that a given document dj belongs to the topic tk.

The algorithm starts by randomly assigning each word wi

in every document dj to a topic tk. It then calculates the ra-
tio of words wi in a document dj which belong to a topic
tk to estimate the probability P (tkjdj). Finally, it calculates
the probability P (wijtk) that a word wi is present in a docu-
ment belonging to a topic tk, by aggregating the probabilities
P (tkjdj) for documents dj that contain the word wi.

By alternatingly updating the probabilities P (wijtk) and
P (tkjdj), the algorithm is able to assign each document to a
distribution of topics, which in turn belong to a distribution
of words. By inspecting the words belonging to each topic,
we are able to identify the primary theme of each topic.
Human-wildlife conflict filtering. Investigating the topics
generated by the LDA algorithm, we observe that Topics 3,
4 and 6 relate most closely to human-wildlife conflict based
on manual inspection of the corresponding articles and the
words assigned to these topics, which are shown in Table 1.

Table 1: LDA-generated topics with assigned words.

Topic Assigned words (LDA) Topic theme

1 “india”, “people”, ... N/A
2 “police”, “court”, “case”, ... justice
3 “government”, “project”, “land”, ... legislation/projects
4 “road”, “railway”, “building”, ... construction
5 “bank”, “power”, “business”, ... finance/business
6 “forest”, “animal”, “tiger”, ... wildlife
7 “wildlife”, “forest”, “reserve”, ... wildlife (spurious)
8 “family”, “woman”, “child”, ... N/A
9 “party”, “minister”, “president”, ... politics

10 “student”, “school”, “college”, ... N/A

We utilize these three topics for further filtering by using
the rank of each topic for each article with the filtering form

F(d) = (rank6 < k) ^ (�� rank4 + � � rank3 < m)

where ranki refers to the rank of the ith Topic in the arti-
cle topic decomposition from the LDA model. The filtering
equation shown selects an article d where (1) Topic 6 is in
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Table 4: BERT classifier performance on predicting major
cause of human wildlife conflicts from news articles

Prediction Performance Classification Accuracy

Training 92.2%
Validation 90.6%

solves a lot of the problems posed by the regular K-Means
clustering as all recovered clusters are now semantically
meaningful where the spurious bifurcations from the previ-
ous method have been successfully removed. Notice also that
using active learning, our system was also able to recover the
additional causes “natural disaster” and “proximity to human
settlements”.
BERT Classifier on K-Means Clustering. Given that ac-
tive learning provides reasonable labelling of the dataset for
causes of HWC, to make our model more generalizable and
scalable, we built a classifier that identifies the main cause of
HWC from each article.

For the word embeddings, we use the Bidirectional En-
coder Representations from Transformers (BERT) model
from [Devlin et al., 2018]. Previous studies show that with
additional fine-tuning BERT can achieve state-of-the-art per-
formances on various language tasks. For our model, we use
the pre-trained BERT encoder to obtain a 768 dimensional
vector based on the first 256 words of each article. We then
feed the embedding to a multi-layer perceptron with fully
connected layers and hyperbolic tangent activation function
that compresses the vector into a 10-dimensional probability
distribution output.

We train the classifier on a subset of the whole dataset by
selecting articles close to the cluster centers and treat the clus-
ter assignments as the ground truth label. This filtering gener-
ates about 1200 training samples and ensures that we do not
use articles with high uncertainty in clustering for the predic-
tive model. Our classifier performance is shown in Table 4.

The added benefit of the BERT classifier over our cluster-
ing mechanism is two-fold: Firstly, using BERT, we obtain
a classifier that can be easily adapted to virtually any other
end-to-end training pipeline on human-wildlife conflict anal-
ysis for fine-tuning. Secondly, by encapsulating our pipeline
in a black-box neural network, we obtain a stand-alone model
for conflict mode prediction that is more easily generalizable
to conflict analysis in different domains and locations.

4 Results
4.1 Exploratory visualizations
For our exploratory analysis, we generated visualizations to
identify geological hotpots. We visualized the following met-
rics:

• Number of articles that mentioned the top animals key-
words.

• Ratio of the filtered articles that also mentioned conflict
keywords.

A histogram of number of articles broken down by in
which cities these articles are reported shows that the number

of articles generally correlated with size of the city. In Fig-
ure 1, cities such as New Delhi and Mumbai have the largest
number of mentions, and each have 27.15 million and 12.48
million population. Therefore, that fact that these cities have
a large number of mentions does not indicate that animal hu-
man conflicts are more frequent in these cities, as number of
news articles correlates with the scale of cities. We subse-
quently plotted ratio of articles filtered that mentioned human
animal conflict, broken down by cities (Figure 3a). We identi-
fied cities with the highest ratios of mentions on human-wild
life conflict to be Chandrapur, Bhopal and Lucknow. These
cities all have natural parks or mingle well with natural habi-
tats as in Figure 1.

We also visualized the number of cities that mentioned
human-wildlife conflicts with respect to time. The visual-
ization shows that there were increasing amount of cities
that mentioned human-wildlife conflict as shown in Figure 4a
which indicates an upwards temporal trend.

In addition, through our visualizations, we looked at spe-
cific species and attempted to assess the threats on these
species. For the animals that we looked at, both the men-
tions of tigers and elephants showed an upward trend as in
Figure 4b and Figure 4c, similar to the overall mentions. The
first example is tigers. Through the same analysis, the top
Indian cities that mentioned tigers are Bhopal, Nagpur and
Chandrapur. These cities, according to a search on the map,
contain natural conservation or zoos for tigers. For example,
Nagpur hosts the regional office of National Tiger Conserva-
tion Authority [Agencies, 2011]. The city is also famed as the
“capital of tigers” [Correspondent, 2011]. Various news arti-
cles that mentioned conflict with tigers, or tigers entering hu-
man residential areas [Naveen, 2018] [Noronha, 2020], [PTI,
2020] occurred in Bhopal and Chandrapur. The second exam-
ple is elephants. With the same process, we found cities that
are potential hot-spots of human-elephant conflicts 4b. News
in Coimbatore indicated elephants’ unusual death due to hu-
man activities [Kaveri and Jayarajan, 2020], encroaching hu-
man habitat that collides with elephants’ [Correspondence,
2021] and the conflicts due to shrinking habitats [Thomas,
2020]. Chennai is the second city that has a high number
of mentions of human-elephant conflict because of tourism.
Mentions of conflicts largely come from tourism [Madhav,
2021], illegal trade or ownership [Sureshkumar, 2021] and
hurting elephants intentionally [Bureau, 2021].

Our analysis pinpointed potential cities where human-
wildlife conflicts occur as well as the most prevalent modes
of this conflict. Other users of this dataset can potentially use
similar visualizations and techniques to scale down the search
of articles that pertain to the animal and type of conflict that
they want to survey.

5 Broader Impact
Our work is motivated by the reported increase in the fre-
quency and environmental effect of human-wildlife conflict
in India [Gulati et al., 2021] and presents the first large-scale
news-based system for human-wildlife conflict analysis in In-
dia. We adapt the extensive efforts by [Chang et al., 2016],
[Ming et al., 2014], [Zhang and Skiena, 2010] made in finan-
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