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Abstract: This study proposes a data-driven methodology for modeling power and hydrogen generation of a sustainable en-

ergy converter. The wave and hydrogen production at different wave heights and wind speeds are predicted. Furthermore, 

this research emphasizes and encourages the possibility of extracting hydrogen from ocean waves. By using the extracted data 

from FLOW-3D software simulation and the experimental data from the special test in the ocean, the comparison analysis of 

two data-driven learning methods is conducted. The results show that the amount of hydrogen production is proportional to 

the amount of generated electrical power. The reliability of the proposed renewable energy converter is further discussed as a 

sustainable smart grid application.  
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1. Introduction 

Developing renewable energies technologies had reported to have a great progress during the past decade 

[1-2]. The most well-known ones are solar, wind, tidal, hydrogen, and geothermal [3]. Ocean wave energy is the 

second potential among all ocean renewable energy sources [4]. In recent years, inventors have become interested 

in wave converters. Since 1980, about 1000 patents have been registered on this topic, which is still increasing 

rapidly [5]. In 1799, Girard invented the first wave converter, like today's converters in France [6], known as one 

of the first converters. Starting in 2000, several patents for these converters appeared in the field of energy conver-

sion. Yoshio Masuda is called the founder of the development of wave converters. He invented a float connected 

to a special turbine to generate electricity [7]. The reason for the development of these converters from 1971 to 1981 

was the result of the oil crisis in 1973, and these crises were a prelude to the beginning of investment in this field 

[8]. Also, environmental scientists in developing countries have conducted several kinds of research and experi-

mental activities to optimize wave energy utilization systems. At the end of 1973, the oil crisis caused some stra-

tegic activities in the field of sustainability and increased interest in these converters to an advanced level [9]. In 

1974, Stephen Salter introduced these converters to renewable energy researchers; today, this incident is a turning 

point in this field [10]. 

Among the new wave energy converter types introduced, the most well-known one is Searaser. This model 

was invented by Alvin Smith [11]. When a wave is created on the surface of ocean water and passes, the wave's 

potential energy is converted into kinetic energy by the float in the form of linear motion. As the buoy moves 

down, the ocean water is compressed in a chamber, and after the energy conversion takes place, the water exits 

through the outlet valve. After passing one cycle, the float is moved up by the impact of the next wave, and the 

inlet valve is opened. The generator converts the mechanical energy resulting from this linear movement into 

electrical energy [12]. 

Although ocean waves are safe, reliable, and clean energy sources, they have unpredictable parameters due 

to their usage [13]. The uncertainty can threaten the reliability and stability of ocean energy systems, particularly 

in large-scale integration [14]. Hence, it is essential to forecast ocean wave energy to save construction costs and 

pilot projects during electrical power generation[14]. As known, wave energy is not only more abundant in nature 

than wind and solar energy but also easier to forecast [15]. Accurately predicting ocean waves' power with random 

data is challenging in this field [16]. Often, the renewable energy resources are uncertain and unpredictable. It can 

limit resource contribution to the hybrid energy production [17]. Therefore, it is essential to develop electrical 



 

energy storage technology to the extent that it is available when needed to meet demand. Storage of electric meth-

ods manages the amount of power when the need is more significant during peak consumption to meet customers' 

needs [18]. They can maintain functional microgrids by storage and balancing generation [19]. Storage devices can 

regulate control frequency and voltage settings to maintain a balance between storage power and the grid. Various 

methods are available to store excess energy and release it when high demand and production rates are low [20]. 

Some of the different forms of energy that can be stored are electrochemical, mechanical, and thermal [21]. 

Mousavi et al. [12] predicted the output power of a wave energy converter using a novel deep learning method 

which was significant for alleviating the investment risk for industries. Although ocean wave energy has high and 

valuable potential, the high cost of investing in it has made researchers use new investigation, including combin-

ing it with other renewable energy sources. Dehghan et al. [22]use a novel concept of a hybrid wind-wave energy 

converter, where the Searaser is considered for the WEC sub-system, hybrids with a novel vortex bladeless Turbin. 

Hydrogen is a significant energy source that has a vital role in the future for energy storage and generation. The 

production and storage of hydrogen from ocean waves will significantly contribute to the wave energy converter 

industry and make it reliable and economical. This study investigates the possibility of hydrogen production and 

output power from ocean waves.LSTM and MLP methods are applied for predicting outpower and hydrogen 

estimation." Best, 

Multiple methods are involved in Hydrogen production from different sources stored as a gas, liquid or solid 

[23]. It needs high-pressure tanks when hydrogen is stored as a gas. In contrast, liquid hydrogen needs cryogenic 

temperatures because the hydrogen boiling point at a pressure of one atmosphere is -252.8 degrees Celsius [24]. 

Also, hydrogen is stored inside solids or the surfaces of the solid [25]. The energy stored in hydrogen is used with 

a fuel cell. The ideal requirements will be quick access to the stored energy and the ability to provide it in various 

forms of energy. In this research, hydrogen is considered a storage medium. Generating energy from waves is a  

developing and relatively new technology. Consequently, generating cost of electricity from ocean waves is higher 

than mainstream solar and wind energy flows [26]. Water electrolysis can be used to produce hydrogen, and a 

working model for producing hydrogen from ocean waves is shown in Figure 1. 

        

Figure 1. The process of power and hydrogen production with Searaser. 

 

As presented in Figure 1, the wave energy converter transforms the wave motion to electrical power by gen-

erator. It schematically describes how Oxygen and Hydrogen gases are produced from the generated power of the 

WEC. So, the generated power of the WEC is divided into two main supply line. The first line is used for trans-

forming the generated power to electricity grid (network) and  the other line is for producing the Hydrogen. The 

former produces hydrogen with a special electrolyzer, and its high proportion is transferred to the network by the 

latter [27]. Researchers have been looking for methods to optimize time-consuming and expensive calculations for 

solving equations with complex boundary conditions and replacing them with methods with short, accurate cal-

culation time and the lowest cost. One of the methods that researchers and engineers have recently succeeded in 

is predicting the behavior of phenomena in nature using artificial intelligence[28]. One of its applications is pre-

dicting the output power of converters, the most important of which is predicting the output power of wave en-

ergy converters using effective variables and parameters [29]. Wu et al. studied the simulation of ocean waves and 

provided a predictive model using genetic algorithm methods, one of the fields of artificial intelligence. Their main 

goal was to study the parameters affecting the power. They studied these parameters in different wave heights, 

wave periods, and water depths and concluded that conversion optimization helps solve technical problems in 

this field [30]. Papini et al. studied the input variables of production capacity by wave energy converter systems. 



 

By designing an artificial neural network, they could make accurate predictions about the purpose of their study. 

Through the designed algorithm, they established a relationship between wave height and electricity production, 

and by analyzing the errors, they expressed a relationship between energy absorption efficiency and other param-

eters [31]. Forbush and colleagues in machine learning methods use the latest and most up-to-date methods to 

introduce new software to achieve the article's goal of predicting the output using data combination [32]. 

Cheng et al. used the long-short-term memory method to predict electricity production. A comparison be-

tween three different artificial intelligence methods concluded that the long-short-term memory method is more 

optimal in error values by 7% [33]. Lin et al. studied the power prediction of systems with long-short-term memory 

error and optimized results. They concluded that long-short-term memory algorithm output results are more ac-

curate than other methods [34]. Also, Nickel et al. used machine learning methods to predict the wave energy 

converter power. They supposed that high-frequency waves could affect modeling efficiency [35]. Also, Mousavi 

et al. [12] utilized the LSTM algorithm to predict the generated power of Searaser. He and his research team intro-

duced an equation for the generated power of wave energy converter by implementing an artificial intelligent 

algorithm on generated data with simulation software. In the former studies, the most important issue was to find 

the best artificial intelligent algorithm in a case to predict the most critical parameters in this system. In this paper, 

Searaser is simulated with the help of FLOW-3D software and using experimental data as an input. Then, these 

generated data from the output of the simulation were used in two deep learning algorithms. The comparison 

analysis was done, and the most accurate algorithm was introduced. As a novelty, one of the crucial aims of this 

paper is to analyze the possibility of hydrogen production from ocean waves, contributing to the industry's eco-

nomic conditions. 

 

2. Materials and Methods 

Computational fluid dynamics 

Computational fluid dynamics is a computational method for fast and accurate prediction of studied fluid 

properties, which can model different fluid states such as free surface, single-phase and multi-phase flow, as well 

as fluid-solid interactions.[36] Computational fluid dynamics is a method of numerical modeling of the governing 

equation, which is used to analyze fluid flow. The main equations of this method are Navier-Stokes equations. 

These equations are able to solve the desired fluid flow equations according to the defined assumptions. These 

equations are related to the studying of the fluid behavior in a wide range of states [37].  

 

WEC geometry 

The industry of generating electricity from the wave converter is progressing. The function of these converters 

is to send the ocean waves’ water to the special tank with a water pump and then return them to the turbine in 

order to generate electricity [38]. The performance of a specific type of Searaser has been evaluated in this paper. 

The geometry of the wave converter can be seen in Figure 2. part 1 is the buoy, which floats on the ocean water. 

The buoyant force on the buoy is directed upwards. For its motion in the opposite direction (downward), the force 

of gravity dominates the other forces across the wave's motion [39]. It makes buoy have a linear motion in a cham-

ber. 



 

 

 

 

 

 

 

 

 

 

 

Figure 2. The cross-section A-A of the two essential parts of a Searaser  

According to Figure 2, which is adapted from [12], the converter has an inlet and outlet gages for the water 

flow to enter and exit during buoy’s movement. 

Different components of the wave converter 

The 5 main parts of a searaser are explained as Figure 3. 

 

Figure 3. Different parts of a Searaser; 1) Buoy 2) Chamber 3) Valves 4) Generator 5) Anchor system 

The radius of the buoy is 2.6 meters, and its height is 1.5 meters. The end of the buoy is placed in the pump 

channel at a depth of 10 meters. The radius of the buoy is equal to the radius of the pump to prevent water leakage 

from the edges of the chamber [40]. The net weight of the float is about 9000 kg. Special composite materials are 

usually used for the construction of the float to prevent the corrosion process in contact with water, and because 

of the lightness of the composites, the float must be filled with sand, water and heavy materials to reach the ideal 

weight. In addition, this part must be designed to be able to move only in the direction perpendicular to the surface 

of the water, since the cylindrical housing restricts movement in other directions for the float [41]. 

Special valves are installed in the fluid inlet and outlet gages, which are placed in the lower part of the cham-

ber, to avoid the flow in the opposite direction towards the valve. When the float moves up due to the ocean 

surface wave, the ocean water inlet valve is opened, and the chamber is filled with water. In the next half cycle, 



 

after the wave passes through the floating wave converter, it moves downwards and when the valve opens and 

the water exits, the water goes out of the chamber. At this time, an energy conversion period takes place, and the 

generator is prepared for the next cycle. Figure 4 shows one of the gages and its valve [42]. The most important 

part of the energy conversion in the wave generator is the generator, which converts the floating mechanical en-

ergy into electrical energy. Using Faraday's Law of Electromagnetic Induction, the linear movement of the magnet 

connected to the float in the fixed coil of the chamber produces electric power [43]. The anchor is fixed to the ocean 

floor by an anchor system. The stability of the chamber is very important because by keeping the connected coil 

fixed, it causes the relative movement of the coil and the magnet, and this leads to maximum power generation 

[43]. 

 

Boundary conditions and network generation 

In the FLOW-3D software, the fluid and solid properties should be introduced in order to carry out fluid and 

structure interaction analysis. The solid is stainless steel and the fluid is the 25°C ocean water with a density of 

1023.6 kg/m3 [12]. Also, the boundary conditions are given in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. The boundary conditions of the control volume 

As shown in Figure 4, each facet of the control volume represents the special boundary condition of that part. 

Each facet is labeled with special signs. VW represents the fluid entering the control volume with a linear wave, S 

represents the symmetry condition, W is the sliding boundary condition, and O represents the one-way exit of the 

fluid from the control volume. The assumption of one-way output means that the fluid does not enter the control 

volume from this area, and in other words, we do not have a return flow. Also, gridding was done on three rec-

tangular cubes, the size of the grid is different in each of them. The size of the grids is determined based on the 

sensitivity of the areas on which the analysis is to be performed, in such a way that the outermost cube is the least 

sensitive in terms of calculation accuracy due to its distance from the wave converter and its less effectiveness. A 

larger grid is used in this area. On the other hand, the mesh size in the innermost rectangular cube is much smaller 

than the other two rectangular cubes due to the presence of fluid and structure. The advantage of the difference 

in the size of the network is that the calculation time and calculation costs are saved to a great extent. 

Moreover, the boundary conditions in three gridded rectangular cubes are the same, and as mentioned, the 

only difference is in the size of their grid. To put it more clearly, there is no difference in the inlet, outlet and wall 

boundary conditions. The height of the innermost rectangular cube is 8 meters, of which 6 meters is the ocean 

water fluid and 2 meters is the wind flow on the free surface of the ocean. The fluid enters to the control volume 

as a sine wave (Figure 5). In order to simplify the wave motion of the fluid entering the control volume, a sine 

wave was used and it is introduced in Equation 1 [12]. 



 

𝑊 = 𝐴 𝑠𝑖𝑛(𝜔𝑡 + 𝜙)                                                                (1)                                                                   

A is the amplitude of the wave whose number was taken from He's study [32]. In this thesis, it has been 

assumed that the angular velocity ω and wave phase φ are constant.  

One of the most important points in solving the governing equations using the computational fluid dynamics 

method is the production of the grid and its independence. In this paper, the meshing of the inner cube is very 

important because the fluid and solid move simultaneously. In order to find the best grid size, it is necessary to 

repeat the solving with different grid sizes.  

Grid independency 

The best results in terms of minimum calculation time and maximum accuracy have been obtained with the 

size of 5,000,000 grids. According to the analysis, this number is better than 7,000,000 networks. This claim is based 

on the fact that the difference in their accuracy is small and can be ignored to have a faster simulation. In order to 

calculate the accuracy in choosing the size of the grid, the buoy displacements are considered in the entire simu-

lation time when the height of the incoming wave is 1 meter. 

The values are given in 10 seconds of simulation. At this time, the output result of the simulation is close to 

the result of Babajani simulation [43]. Also, the absolute error of the recent simulation, according to Babajani's 

research is 9% when 5,000,000 total networks were selected. The total simulation time is 500 s, which is from 4999 

to 5499 s as this range is used in an experimental study [44]. He also used a 1 second interval for this study and 

simulated the Searaser at this range. 

Assumptions  

In this thesis, it is assumed that the gravity is in the reverse z direction. In addition, the incompressible and 

single-phase fluid with a constant viscosity value has been used because the investigation of compressibility is not 

important in this study. Also, due to the objectives of this paper, temperature effects have been neglected. 

Governing equations of fluid  

The wave motion of the fluid just like the other types of fluid motion, must satisfy the basic equations of fluid 

motion, including the equation of continuity and the equation of motion of fluid motion. The law of conservation 

of mass must follow every movement of the body, due to this importance, conservation of mass can be a continu-

ous fluid equation. The continuity equation is expressed as Equation 2 [43]. 

𝜕(𝑢𝑥 𝐴𝑥)

𝜕𝑥
+

𝜕(𝑢𝑦 𝐴𝑦)

𝜕𝑦
+

𝜕(𝑢𝑧 𝐴𝑧)

𝜕𝑧
= 0                                            (2)                                                    

Where ux, uy, uz are fluid velocities in x, y, z directions. 

The second group of governing equation is the conservation of momentum, which is based on Newton's sec-

ond law and shows that the momentum change in the control volume is caused by the forces that affect the target 

volume. Gravitational force g is the only active force of the body [12]. The generated power and hydrogen are 

calculated from Equation 3 and 4. 

𝑃 =
1

64𝜋
𝜌𝑔2𝐻𝑠

2𝑇                                                             (3) 

𝜂𝑒𝑙 =
𝑀𝐻2𝐻𝐻𝑉𝐻2

𝐸𝑊
                                                              (4) 

ηel is the efficiency, MH2 is the amount of hydrogen produced, HHV is the hydrogen higher heating value  

(39.4 KWh/kg), and EW is the wave energy for an electrolyzer. 

3. Results 

Consumption of electricity is different according to the season and time of day. The wind is essential for 

modeling a power plant consisting of several wave generators. In this section, the effect of wind on the height of 

waves formed on the ocean's surface is analyzed using data collected from the sensors of an experimental experi-

ment because the input of the proposed model can represent the natural conditions of the sea. The purpose of this 

study is to predict the amount of productive power generated with wave energy extracted from the sea, which 

was investigated in two different situations: when hydrogen production takes place and when hydrogen produc-

tion does not. Since this study's experimental test and results are considered the simulation input, the proposed 

model of extracting electric power from the wave can calculate and predict hydrogen production. In this paper, 

an attempt has been made to investigate the wave generator's release modes that are effective in power generation. 



 

One of these variables is the speed of the wind blowing on the ocean surface, which leads to the creation of waves. 

As stated in the problem-solving method section, an experimental test was used for input data to the FLOW-3D 

simulation software. Figure 5 expresses the wind speed in the test samples and Figure 6 shows the wave height in 

the samples. 

 

Figure 5. The wind velocity during the period of the experimental test  

As can be seen in Figure 5, a time frame of the entire test time has been examined. During the test, the wind 

speed includes positive and negative values. Positive values represent the speed of wind blowing in the positive 

direction and the same direction as the coordinates, and the negative sign represents the wind blowing in the 

opposite direction of the coordinates. The maximum wind speed is about 3.7 m/s and its minimum is about -3 m/s. 

Figure 6 represents the wave height at any time as measured by the sensors. It should be noted that in figures 5 

and 6, pre-processed data is used. Indeed data extracted from sensors are raw data; therefore, by implementing 

data cleaning, data integration, data reduction, and data transformation, they convert to clean data for analyzing 

more. 

 

Figure 6. The wave height during the period of the experimental test 

 



 

As can be seen in the Figure 6, at different times the wave height values include positive and negative values. 

Wave height is measured in z-axis. For this purpose, positive data is when the wave height is increasing towards 

the positive side of the x-axis. Negative heights only belong to the wind blowing in the opposite direction of the 

intended axis on the surface of the oceans and does not mean a deep sinking of the wave in the ocean water. This 

special concept is defined according to this thesis's conditions and objectives that the wave's height has caused 

power generation in wave generators. Also, to find the effect of wind speed on the surface of the oceans and the 

generated waves, it is necessary to have a template as Figure 7. 

 

Figure 7. The relation between wave height and wind speed 

 

As can be inferred from the Figure 7, the values are displayed as point and scattered data, and in future 

studies, by having the wind speed on the ocean surface and interpolating between the points in certain conditions, 

it will be possible to test the amount of height He realized the wave. 

Results of data optimization with preprocessing 

The available data include wave height, wind speed, and the electricity generation capacity of the Searaser. 

The desired environmental conditions are available at the test site. The produced power in each series of experi-

ments was calculated by the numerical then the predicted power is estimated by two long-short-term memory 

algorithms and multilayer perceptron's. The comparison graphs of the estimated power are drawn by these two 

methods of artificial intelligence as well as the numerical simulations. As can be seen in the Figure 8, due to the 

existence of discontinuity and the lack of data sets, the data received from the sensors in the test site must be 

converted into continuous and so-called clean data under pre-processing algorithms. In this research, we recover 

the lost data with linear interpolation and replace the blank values with the produced ones. Figure 8 shows the 

comparison of the forecast produced power in terms of wave height in two cases, where the data has been pre-

processed and not. This part may be divided into subheadings. It concisely describes the experimental results, 

their interpretation, and the experimental conclusions. 



 

 

Figure 8. Two classes of forecasting procedure power with two algorithms 

As it is mentioned in the Figure 8, the prediction when pre-processing has been done on the data is more 

accurate than when the data includes outliers and missing data (raw data). It is a proof of the importance of data 

pre-processing before entering the algorithm. Data preprocessing in this paper includes replacing empty values 

with values obtained from interpolation and removing outliers. Also, box plot method is used to eliminate outlier 

data. Figure 9 represents a box plot for two variables of wind speed and wave height. 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

Figure 9. The box plot of raw data for presenting the outliers. 

In the figure 9, the highest wind speed values are between 2.67 and -2.56. Although, there are some data with 

very low frequency in the outside of this range, it is necessary to have a more accurate modeling than this by 

removing outliers. Also, for the wave height values, the range of data was between 1.03 and -1.05, which also 

includes outlier data that should be removed before entering the modeling. 

 

Comparative analysis of numerical solution and prediction of values by artificial intelligence algorithms 

Among the common methods for optimizing used in the interdisciplinary research of fluid mechanics engi-

neering and artificial intelligence is a comparative analysis between two approaches of numerical solution of prob-

lem equations by commercial software and artificial intelligence algorithms. The simulation results were used to 

train and test the algorithms. The comparative analysis performed between the two approaches is shown in Figure 

10. 

 



 

Figure 10. Two approaches of calculating the output power of Searaser in an experimental test period. 

As it is inferred from the Figure 10, the amount of produced power in each test sample, the multilayer per-

ceptron method has a higher accuracy than the long-short-term memory method. The average absolute error in 

prediction with the multilayer perceptron method is about 0.08 % and in the long-short-term memory method is 

about 1.53 %. So, we conclude that by using the multilayer perceptron method, the average error of predicting the 

output power of the converter can be reduced by 0.73 %. Now, to further examine, we compare the output with 

the input data resulting from simulation. Figure 11 presents the produced power of the converter in terms of the 

wave height in the test samples with two approaches. 

 

Figure 11. The comparison between two methods and their curve fitting 

 

As shown in the Figure 11, the simulation of the Searaser is compared with two methods of long-short-term 

memory and multilayers perceptron, and the best function has been passed through the obtained points. The best 

lines have the least amount of error from the corresponding points. As it can be seen correctly, the absolute error 

percentage in the multilayer perceptron method is 0.73% lower than in the long-short-term memory method. To 

have a numerical simulation, the simulations in terms of accuracy and speed take about 4 days and 1 hour in the 

best case, but the prediction of the results with artificial intelligence algorithms takes less time. By obtaining the 

mathematical equations from the curve fitting graphs, it is possible to provide a relationship that replaces the 

numerical solution of a similar case, which speeds up the analysis of these devices that are simulated at the original 

scale of its invention. Another positive point of this thesis is the 1:1 scale and the closeness of the simulation results 

to reality, which allows researchers and investors to easily achieve the desired results by having information about 

the installation location of these devices. In addition, the data is curve fitted and two mathematical relationships 

to attribute the power output by the Searaser and the height of the wave are presented. One of them is the rela-

tionship provided by Babajani, and the other is the relationship provided by artificial intelligence predictions. 

 

Evaluation of simulation and validation of results 

As with other research conducted around the world, in order to validate the results of numerical modeling 

in the form of simulation by commercial software, it is necessary to compare with other research and articles in 

similar fields. In order to evaluate the results of in this paper, Babajani 's article has been used. Figure 12 presents 

the generated power of the wave generator according to the wave height, which has been validated with Babajani 

's study. 



 

 

Figure 12. The change of Searaser produced power with wave height 

As it can be seen in Figure 12, in order to achieve the maximum produced power(0.16kW), the wave must hit 

the wave generator with a higher height(1.2m). In this study, by using a large number of tests and using input in 

the form of a table as the initial conditions of modeling, instead of using a limited number of inputs. It can be 

concluded that the percentage of absolute error is about 0.025% and the simulation is done with high accuracy. 

 

Hydrogen production from waves 

One of the main applications of using wave generators in the oceans is the production of hydrogen in addition 

to the electrical energy production. The graph of the amount of hydrogen production based on each test sample is 

as shown in Figure 13. Figure 13 shows a graph of the amount of hydrogen produced by each test sample, which 

is very similar to the power distribution of the samples. This is because it goes to a certain scale by multiplying 

fixed values in power produced by the converter. As can be seen in the figure, the maximum amount of hydrogen 

production is about 0.6 kg/h. 



 

              

Figure 13. The amount of hydrogen produced based on each test sample. 

By comparison between Figure 13 and 10, it is obvious that the highest amount of produced hydrogen is 

completely related to the highest amount of the generated electrical power. 

4. Discussion 

The reliability of the proposed renewable energy converter can be further discussed as a sustainable smart 

grid application [45]. The smart grid has gained significant attention. The integration of the sustainable resources 

in smart grid is of particular importance [46]. This is mostly due to an effort to mitigate energy saving, clean 

energy, and climate change, as well as pressure by the governments to promote sustainable development and zero 

carbon emission [47-50]. The integration of renewable energy resources in the smart grid supports sus-tainable 

development [51]. The techniques for effective energy management in smart grids are regarded to be a huge chal-

lenge above and beyond the full integration of renewable energy resources, and a current issue with domestic 

energy demand is predicted to worsen by another 24% in the next decades [52]. The major posi-tion played by 

wind energy in the current and future generations will only continue to grow. Increasing cost efficiency is essential 

for establishing total competitiveness [53-55]. The decrease in operation and maintenance costs is a crucial issue 

in this regard in addition to sustainable economies of scale brought on by larger wind turbine designs and manu-

facturing advancements [56-60]. For both mechanical and electrical components, sophisticated early defect diag-

nosis techniques could be a key factor in low-ering failure costs and maintenance expenses [61]. Combining and 

balanc-ing the big data-based intelligent energy trading system and the IoT-based integrated energy platform for 

the sustainable smart city [62-66]. In particular, a bot-tom-up strategy at the smart house level and smart city level 

can take into consideration both consumer behavior and energy, and should be employed in a sustainable smart 

city to reflect the varied and segmented characteristics of customers as well as buildings [67-70]. The performance 

of technical analysis in Europe incorporating huge amounts of intermittent renewable energy is technically possi-

ble [70] according to Roadmap 2050, but extra backup generation capacity and transmission capacity must be 

greatly increased [71]. Future challenges and problems will result from the real-time integration of big data ana-

lytics in a smart grid together with effective protocols. A sus-tainable future is hampered by several factors, in-

cluding scalability, achieving an effective and efficient approach, data protection, trustworthy algorithm perfor-

mance under unfa-vorable circumstances, and operator expertise in artificial intelligence tools [72,73]. There are 

still several important scientific challenges to solve in order to get over these limitations and meet the demands of 

the upcoming smart grid [74]. The energy sector produces a lot of data (e.g., energy consumption and supply, 

solar, geothermal, wind, hydro, system parameters, security cameras, energy prices, energy indicators, energy 

quantities, and so on [75]. The evolutionary game theory approach is primarily employed for two areas of sustain-

able energy development, namely the forecast of energy policy and the technological search and validation of the 



 

best solution [76]. The research investigates the long-run link between energy intensity, technological innovation, 

and emissions using time series data which of significant importance [77].  

Numerous case studies have been used to highlight the significance of smart water grids in creating sustain-

able smart cities with the goals of using water more effectively, giving end users real-time data, and detecting 

leaks and contamination [83]. The fluid is assumed to be inviscid, irrotational, and incompressible in the linear 

potential flow theory, which forms the basis of the hydrodynamic model of the wave en-ergy converter under 

consideration [78]. The boundary element code is used to obtain frequency-dependent factors, such as additional 

mass, wave excitation, and radiation damping using WAMIT software [79]. The wave energy converter setup and 

typical wave conditions determine how much power a wave farm can produce. In order to maximize power ab-

sorption, it is crucial to place WECs in an array in the proper way. A neural model is created using the test site 

data to forecast the power output produced by the wave farm [80]. Water is a resource that is just as im-portant 

for the sustainable growth of contemporary society as energy is. Since some de-salination systems, like electrodi-

alysis and reverse osmosis, just need an electrical power source, WECs can be used to produce energy for fresh-

water production, like the CETO, as well as to feed desalination plants [81]. Several socioeconomic issues prevalent 

in tropical nations can be helped by wave energy. To lower prices and improve their efficiency from the perspec-

tive of social demands, wave energy converters must be placed adjacent to areas with high energy demand [82]. 

The development of wave energy conversion technology is necessary for sustainable development in the re-new-

able energy sector. Although linear generators are better suited for producing direct drive power, the generated 

power is minimal due to the stator and translator's slow rela-tive motion. Rotating generators, on the other hand, 

can be used, although this compli-cates the system overall and necessitates the use of various auxiliary devices 

[83]. We intro-duce various kinds of piezoelectric device-based wave energy harvesting devices and their config-

urations. In order to successfully generate electrical energy from the ocean, the di-rect-drive wave energy convert-

ers, the energy capture sub-system, and the hydraulic sys-tem equipment used in a hydraulic system must work 

together [84]. 

This article presents the release modes of the wave generator that are useful for pro-ducing electricity. One 

of these factors is how quickly the wind blows on the ocean's sur-face, which causes waves to form. The FLOW-

3D simulation program was used to input data from an experimental test, as was mentioned in the section on the 

problem-solving methodology. The accuracy of the simulation findings, which enable researchers and investors 

to easily attain the required results by knowing the installation location of these devices, are another benefit of this 

concept. The creation of hydrogen in addition to electrical energy production is one of the principal uses of wave 

generators in the oceans [85]. The Navier-Stokes equations were used to examine the topic of how wave generators 

interact with ocean waves. This subject involves the interaction of fluid and structure. The commercial program 

utilized in this thesis is called FLOW-3D, and it uses the same simulation techniques as other programs for fluid 

simu-lation. A reliable forecasting tool for energy and hydrogen production would speed up the development of 

energy management technologies and increase investment in ocean-based renewable energy sources [86]. The 

limitations of this study pave the door for subsequent research. As a result, this research can be strengthened by 

looking at additional factors that affect ocean waves' output power, such as temperature and climat-ic variations. 

Additionally, findings can be improved with greater accuracy by utilizing cutting-edge techniques and creating 

and enhancing WEC systems [87]. The long-short-term memory algorithm and the multilayer perceptron method 

were utilized in this study, and the input data was split into training and testing portions in order to facil-itate 

algorithm learning. The performance accuracy of the multilayer perceptron algorithm is higher than the long-

short-term memory algorithm, it was discovered by contrasting the algorithms against one another. An accurate 

model was then produced using the regres-sion method by comparing the simulation results with the prediction 

values based on artificial intelligence [88]. The outcomes demonstrate how accurately the predictions were made. 

Additionally, among the other benefits of presenting a model based on artificial intelligence, it should be noted 

that while the training and predictions based on artificial intelligence only take a few minutes, the calculations 

and numerical solution of the equations governing the problem require a significant investment in time and 

money. In cases of regulating system studies, notably, oscillating water columns are based on linear water wave 

theories, hydrodynamic coefficients, and theoretical hydro-dynamic models. In some instances, CFD techniques 

based on the equations from the Reynolds-averaged Navier Stokes geometries are used exclusively with normal 

waves and a two-dimensional geometer [89,90]. In the proposed work LSTM method's output data were used to 

do a numerical analysis using simulation software, and the re-sults were compared. However, the MLP method, 

as studied in e.g.,   ensures the accuracy of the proposed model which is critical to compare its performance to 

existing model. From the works studied, MLP produces better results than linear approaches.  

 



 

5. Conclusion 

In this thesis, it has been tried to use the results of an experimental test as an input for simulation to investigate 

a more realistic model of a specific type of wave generator (Searaser) and in addition to estimating the production 

power and important variables. The problem was investigated the amount of hydrogen produced. The problem 

of interaction of wave generators with ocean waves is a problem of structure and fluid interaction, which was 

investigated by solving the Navier-Stokes equations. The commercial software used in this thesis is FLOW-3D 

software, whose simulation steps are the same as other fluid simulation software. After gridding the fluid and the 

structure, the grid independence studies were carried out. Different reviews were presented on the size of the grid 

that if it is necessary to perform numerical solution calculations in the least amount of time and computational 

costs, the optimal mode of choosing the size of the whole grid is 5 million. This type of grid size, the floating 

displacement size in the axis perpendicular to the wave surface (z-coordinates) has only 9% error, which is more 

acceptable compared to 7 million grids with 7% error. The condition of the wave entering the control volume is 

that the height of the incoming wave is variable. This condition causes the calculation time by the software to 

increase to a great extent compared to when the amplitude of the wave is constant. After numerically solving the 

Navier-Stokes equations with the help of software and simulating the interaction of the structure and the fluid, as 

well as the necessary calculations to find the amount of hydrogen produced, the results were used as input to 

neural network algorithms. The algorithms used in this paper were the long-short-term memory algorithm and 

the multilayer perceptron algorithm, and the input data was divided into two parts, training and testing, to learn 

the algorithms. Then, by comparing the algorithms with each other, it was found that the performance accuracy 

of the multilayer perceptron algorithm is higher than the long-short-term memory algorithm. Then, by comparing 

the simulation results with the prediction values based on artificial intelligence, an accurate model was presented 

with the regression method. The results prove that the predictions were made with high accuracy. In addition to 

that, among the other advantages of presenting a model based on artificial intelligence, it can be pointed out that 

the calculations and numerical solution of the equations governing the problem have a high computational time 

and cost, but the training and predictions based on artificial intelligence are only to the extent of a few It was 

minutes. Paying attention to the ability of prediction methods based on artificial intelligence and by fitting the 

curves of the graphs, a relationship was presented between the wind speed and the output power of the wave 

generator. The obtained results and the comparison between the studied methods show that the long-short-term 

memory network can be obtained in order to predict the power in terms of height with more accuracy and speed 

than the numerical solution, and the graphs are in good agreement with the similar result. has a construction The 

comparisons show that the prediction method based on artificial intelligence is more accurate and the average 

value of the squared error of the parameters was 0.49. By examining the correlation matrix, it can be concluded 

that the forecasts have high accuracy in wind speed and productive power. This paper can be an accurate model 

for predicting the amount of power and hydrogen production in different regions, which will cause rapid progress 

in energy management and more investment in ocean renewable energy systems. This study has limitations that 

open the way for future studies. Consequently, this study can be improved by analyzing more parameters affect-

ing ocean waves' output power, such as temperature, climate changes, etc. Also, more accurate results can be 

achieved using state-of-the-art methods and developing and upgrading WEC systems. 
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