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ABSTRACT: In this paper, we are interested in finding solutions to
the travelling salesman problem(TSP) by proposing a multi-hybrid al-
gorithm between a multi-colony ant colony algorithm (OCF) and the
Optimization Towers heuristic (LKH). The proposed approach com-
bines both insertional hybridization which is a new and very effi-
cient approach and parallel hybridization. The goal of this hybridiza-
tion is to reduce the computation time as well as the improvement
of the optimal solution. The two algorithms move in parallel syn-
chronously while communicating with each other. To assess the effec-
tiveness of the proposed metaheuristic, we examined its performance
on instances of the TSPLIB online instance library for the TSP. The
experimental results indicate that the hybrid heuristic that we call
(MOCFLKH - TSP) competes with the other existing methods in the
literature by being illustrated by a great improvement in the mini-
mization of computation time and computation costs.

KEYWORDS: Ants, Colony, Heuristic, Multi-colony, Travelling
Salesman Problem

1. Introduction

Among the optimization problems, the travelling salesman problem (TSP) particularly at-
tracts the attention of many researchers in recent years,in fact, the search for exact or
optimal solutions to TSP remains a real problem in IT. To date, we note that several works
have already been the subject of intense research at the TSP. Among these works, we
note the efficiency of heuristics and metaheuristics for the resolution of this combinatorial
optimization problem and other NP - difficult problems.Despite these advances, the TSP
remains difficult to solve when the size of the instances increases. With the concept of hy-
bridization that we adopt from this work, the exploitation of several resolution techniques
is a new opportunity offered to researchers in the field.
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In this paper we present a new hybrid model of OCF with multiple colonies by LKH. Our
aims is to use the insertion and parallel hybridization that we explain below, to hybridize
the OCF heuristic with the LKH heuristic in order to decrease the computation time of
the sequential MOCF heuristic and to a certain extent improve the quality of the solutions
obtained in the TSP resolution. We opted for insertion hybridization because it is new and
efficient. The rest of the work is organized as follows:

Section I provides a non-exhaustive state of the art of TSP resolution methods. We also
briefly give a formulation of the traveling salesman problem.
Section II presents in a detailed manner, the meta-heuristics used in the paper framework.
Section III is devoted to the study of hybrid methods. It gives an overview of the different
types of hybridization and emphasizes above all the type of hybridization we used: inser-
tion hybridization and parallel hybridization.
And finally section IV presents the hybrid approach MOCFLKH-TSP the tests and the re-
sults obtained.
We concluded our work by summarizing the main results obtained and giving new per-
spectives on the basis of the work carried out.

2. State of the art

Hybridization is a trend observed in much work done on metaheuristics in recent years to
solve TSP. It makes it possible to take advantage of the advantages in one to fill what is
seen as a limit in the other. In the literature there are two classes of hybridizations: on
the one hand we have Hybridization between metaheuristics and exact methods. This is
the case of Cotta [14] which proposes a hybridization between a genetic algorithm and
the exact Branch and Bound method to replace the recombination operator. Let us also
note the case of, Jahira who proposes hybridizations between a genetic algorithm and an
exact method to solve the traveling salesman problem cite bib17. In this algorithm, the
recombination operator is replaced by a Branch and Bound algorithm.

In the same vein, Chabrier et al [16] hybridized a local search with a Branch and Price
algorithm to solve the problem of vehicle routes [14]. The execution of algorithms is car-
ried out in parallel while keeping communication between the methods. on the other hand,
we have the Hybridization between metaheuristics and metaheuristics. Among the works
carried out in this direction, we have that of Martin and Otto [17] who inserted the de-
scent method in a simulated annealing algorithm to solve the traveling salesman problem.
This type of hybridization is referred to as low-level relay hybridization in which another
algorithm is incorporated to form a new algorithm. Stûtzle and Hoos [18] incorporate a
local search function in an ant colony algorithm to solve the traveling salesman problem.
This low-level co-evolutionary hybridization consists of incorporating one or more single
solution-based metaheuristics into a solution population metaheuristic. The advantage of
this type of hybridization is that it compensates for the operating power of a local search
and that exploration of a global search. Fotso Laure et al in 2008 [3] propose two new hy-
brid heuristics for the TSP. The first between a Genetic (AG) and heuristic (LK) algorithm
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and the second between the ant colony algorithm (ACS) and heuristics (LK). The heuristics
obtained were called respectively “AG-LK” and “ACS-LK” [1]. These authors use a single
colony. The results of this experiment have sufficiently demonstrated the effectiveness of
these hybrid approaches. on several instances of TSP [3]. Unfortunately the solution time
resulting from this experience remains enormous. To improve the efficiency of the hybrid
heuristics proposed by Fotso et al, Nguimeya, et al in 2016 implemented two new hybrid
heuristics for the TSP. The first between a Genetic algorithm (AG) and heuristics (LKH)
which is an improvement of LK by helsgaun [2] and the second between the ant colony
algorithm (ACS) and heuristics (LKH). The heuristics obtained were called respectively
"AG-LKH" and "ACS-LKH". The hybridization strategies differ from one author to another
[1].

2.0.1. The Traveling Salesman Problem (TSP)

The Traveling Salesman Problem (TSP) is defined as follows: given n points (cities) and the
distances between each point, find a path of minimum total length that passes exactly once
through each point and back to where we started. The distance can also be seen as the cost
in general. This combinatorial optimization problem, therefore, consists in searching for
the best solution among several possible choices. However, it is easy to state but difficult
to solve. The problem is to determine a turn or Hamiltonian circuit, i.e. passing once and
only once through the n cities, and that is of minimum cost. It is classified as an NP-difficult
problem because it is not does not know a method of resolution that can provide accurate
solutions in one reasonable time for large jurisdictions (large number of cities) to address
the problem. For these large instances, one is very often satisfied with the approximate
solutions because after an explicit enumeration, the number of Hamiltonian paths is equal
to (n-1)!/2 [10].

Mathematically, the Trade Traveler’s Problem can be formulated as follows: Let n cities
and Cij, the cost or distance corresponding to the i → j trip. Let the variable Xij, which
is 1 if the tour contains the trip i→ j, and 0 otherwise. The problem is spelled as follows:
[6]:

MinZ =
∑n

i=1

∑n
j=1 CijXij∑n

J=1Xij = 1 ∀i (1)∑n
i=1Xij = 1 ∀j (2)∑n
i∈Q

∑n
j∈QXij ≥ 1 ∀Q (3)

Xij ∈ {0, 1}∀i, ∀j

(1)

Where Q represents a subset of 1,..,n and its complement. The constraints (3) express that
the permutation of the n cities must be a turn, i.e. it cannot ...exist in the underbelly.
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The Travelling Salesman Problem has direct applications in transportation, networks
and logistics. For example, finding the shortest route for pickup buses school or in indus-
try, for collection/distribution, to find the shortest distance that the mechanical arm of a
machine will have to travel to drill holes in a printed circuit board[1, 7, 10].

3. Presentation of some heuristics and meta-heuristics used
to solve the TSP

Metaheuristics are a family of stochastic methods which consist in solving optimization
problems. One of the advantages of these is their ability to optimize a problem from
a minimum amount of information, however they do not offer any guarantee as to the
optimality of the best solution found. Metaheuristics are gaining more and more popularity
and are constantly evolving.As a result, a large number of metaheuristic classes currently
exist. We can cite:

3.1. OCF ant colony algorithm

This metaheuristic is inspired by collective depositing and tracking behaviors observed
in ant colonies [20]. In fact, ants communicate with each other indirectly by depositing
chemical substances, called pheromones, on the ground. This type of indirect communi-
cation is called stigmergy. Indeed, if an obstacle is introduced on the path of the ants, the
latter will, after a search phase, all tend to take the shortest path between the nest and the
obstacle. The higher the pheromone level in a given location, the more likely an ant will be
attracted to that area. The ants that reached the nest the fastest through the food source
were those that took the shortest branch of the route. The Algorithm is the following [19]:

3.2. Principle of the approach (OCF Multi colonies (MOCF)

This is a new version of OCF that we developed in a previous work [19] and that we use
in this work as a starting algorithm for the design of our hybrid algorithm.

Step 1: Construction of the path by each ant (Solution)
Initially (at time t = 0), the algorithm positions m ants on n cities and the intensity

of the trace for all pairs of cities (ij) is set to a small positive value To in the pheromone
matrix. A taboo list is maintained to ensure that a city cannot be visited twice during the
same round. Each ant k will therefore have its own list of Vk-tabu cities which will keep in
memory the cities already visited. During one iteration of the algorithm, several ants take
turns visiting a sequence of cities. A cycle (NC) is completed when the last of the m ants
has completed its construction.
After the initialization phase, starting from this sequence of cities already visited, within
the different colonies, the ants move this time on the different nodes of the graph according
to a probability and therefore the equation is that of formula (1). It allows colonies to favor
the shortest paths during the different iterations. During a round, each ant k of a colony L
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Algorithme 3.1 : ALGORITHME OCF
1 Début
2 Entry m: number of ants per colonies ;
3 n: number of cities ;
4 N c ← 0 ;
5 Initialize tabuList // with the starting city of each ant ;
6 Initialize the matrix τij
7 While ( Nc < Nmax) and ( convergence not reached) do
8 For i← 1 Do n Do
9 For j← 1 Do m Do

10 Select the city j to be added or tour in progress according to the
formula p k

ij (t) ;
11 Perform the local update of the track according to the city pair (i, j) ;
12 EnFor
13 EnFor
14 EndWhile
15 For each ant k Do
16 Evaluate the solution k for each of the steps ;
17 Insert the solution k in the listTABOU ;
18 Perform the Global update of the trace according to the best solution of the

cycle ;
19 EnFor
20 NC← NC + 1;
21 End

records in its tabu list (memory) the list of cities already visited. The probabilistic formula
for the selection of a node by the ant k of colony L is defined by the expression of p k,l

ij (1).

pk,lij (t) = [ηij ]
β [τij(t)]

α

Σu∈vkl [ηiu]β [τiu(t)]α
If I ∈ vkl

0 (1)
(2)

Where vkl represents the set of nodes or cities not visited by ants from colony L.

Step 2: pheromone deposit
When an ant moves from city i to city j, it leaves a certain amount of pheromone (value)

on the arc (ij). A matrix which is the pheromone matrix records information about the use
of the arc (ij). At each step of the turn this matrix is ??updated so that the more this use
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has been important in the past, the greater the likelihood that these bows will be used
again in the future. The evolution of the update equation is as follows:

τij(t+ 1) = ρ τij(t) + 4 τij (2) [19]
(3)

The evaporation equation of the pheromone matrix is ??described by the formula (3)

τij(t+ 1) = (1 -ρ) τij(t) (4)
(4)

The inverse of the distance between cities ηij = 1
Cij

called visibility is static information
used to guide the choice of ants to nearby cities and avoid too many cities. distant. The
α and β parameters are used to determine materiality of the intensity of the trace and of
the visibility in the construction of a solution. This is based on a compromise between
visibility (ηij) and the quantity of pheromone (tij) present between i and j at cycle t. These
parameters are the same as those used in OCF [2].

3.3. Procedure of Lin and Kernighan (LK)

3.3.1. The basic algorithm

The K- opt algorithm is based on the K- Optimality concept:
Definition: A visit is said to be k –optimal (or simply k - Opt) if it is impossible to get a
shorter visit by replacing k links with any other set of k links [17]. From this definition, it
is obvious that every optimal k-visit is also K ’ optimal for 1 <k ’< k. It’s also easy to see
that a tour that contains n cities is optimal if and only if it is n - optimal. Unfortunately,
the number of operations to test all k-exchanges is increasing rapidly. In a naive imple-
mentation, testing a k-link exchange has a time complexity of O (n k). Accordingly, the
values ??k = 2 and k = 3 are commonly used. It is a disadvantage that k must be specified
in advance because it is difficult to know which k to use to achieve the best compromise
between current time and quality of solution. Lin and Kernighan corrected this drawback
by introducing a powerful k variable algorithm which changes the values ??of k during its
execution, by deciding on each iteration what the value of k should be. At each step of the
iteration the algorithm examines, for ascending values ??of k, whether an exchange of k
links can make it possible to obtain a shorter visit. At each step the algorithm considers
an increasing set of potential exchanges (starting with k = 2). If the crawl is successful
in finding a new, shorter visit, then the actual visit is replaced with this new visit. With a
feasible visit, the algorithm performs exchanges that repeatedly reduce the length of the
current visit, until a visit is reached and no other exchange can improve it [14].
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Algorithme 3.2 : MACO ALGORITHM
1 Début
2 Entry m : number of ants per colony ;
3 L : number of colonies ;
4 n : number of cities ;
5 N c ← 0 ;
6 D ij ← 0 // Global matrix ;
7 dij ←t0 // local matrix of pheromons ;
8 Initialize listeTaboue // with the origin city of each ant ;
9 // The initialisation of the TabooList and the matrix Dij ;

10 Place each colony at random in a starting point (city) ;
11 // Parallel construction of the towers by the different colonies ;
12 For K← 1 à m Do
13 Construction of a round by each ant at random;
14 Gradual deposition of pheromones in the Dij matrix of each colony;
15 Evaluation and selection of the best colony;
16 Initializing the Dij matrix with the best colony;
17 EnFor
18 // Construction of the optimal solution ;
19 The ants are placed in each origin city ;
20 While ( Nc < Nmax) do
21 For i← 1 à n Do
22 For j← 1 à L Do
23 For K← 1 à m Do
24 Select the city Vi to be added or tour in court according to

formula (1);
25 Evaluate the solution of ant K on route (i,j) ;
26 Perform global track update according to city pair (i,j). if it’s

better than the previous ants according to formula 5.2 and 5.3
(evaporation) ;

27 Insert as you go (i,j) into the taboo list so as to construct the
solution to K.’s problem gradually;

28 EnFor
29 EnFor
30 EnFor
31 EndWhile
32 S← the best solution: Each colony provides a partial solution ;
33 End
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3.4. Lin - Kergnighan - Helsgaun algorithm

It is the modified and extended version of LK’s algorithm. indeed A central rule in the
original algorithm is the heuristic rule which restricts the inclusion of links in the visit to
the five nearest neighbors to a given city. This rule directs the search to a shorter visit and
reduces the search effort substantially. However, there is a certain risk of not being able to
find the optimal solution. Helsgaun amends this rule.

4. STUDY OF HYBRID METHODS

Hybridization is a technique which consists in combining the characteristics of two dif-
ferent methods to derive the advantages of the two methods [4] [10]. In the literature,
the hybridization of metaheuristics can be divided into two main parts: hybridization of
metaheuristics with metaheuristics and hybridization of metaheuristics with exact methods
[15] [10].In this section we propose a classification of types of hybridization.

4.0.1. Hierarchical classification of metaheuristics

This classification is characterized by the level and mode of hybridization. The level of
hybridization can be low (Low-Level) or high (High-Level) [2]. In the low level, a meta-
heuristic replaces an operator of another method which encompasses it [2]. On the other
hand, in high level hybridization, each metaheuristic keeps its property during [15] [2]
hybridization. Each level of hybridization generates two modes of cooperation namely,
relay mode and co-evolutionary mode. In relay mode, the methods are executed sequen-
tially, that is to say the result of the first method is the start of the following method [15].
When the different methods work in parallel to explore the search space, we speak of
[2] co-evolutionary mode. The combination of modes and levels gives four classes of hy-
bridization which are: low-level relay hybridization, low-level co-evolutionary hybridiza-
tion, high-level relay hybridization and high-level co-evolutionary hybridization [2].

4.0.2. Low-level relay hybridization

It encompasses single solution-based metaheuristics in which another method is incorpo-
rated to form a new [2] algorithm.

4.0.3. Low-level coevolutionary hybridization

It consists in incorporating one or more metaheuristics based on a single solution in a
metaheuristic with a population of solutions [4] [15]. The advantage of this type of hy-
bridization is to compensate for the exploitation power of a local search and that of the
exploration of a global [2] search.
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4.0.4. High-level relay hybridization

It takes place when metaheuristics are used sequentially i.e. the final solution (s) of the
first metaheuristic is the initial solution (s) of the following metaheuristic [15]. In this
procedure, all the methods keep their integrity. Example introduced Taboo research at the
end of a genetic algorithm to improve the solutions obtained [15].

4.0.5. high level coevolutionary hybridization

In this case, the metaheuristics used work in parallel by exchanging information between
them in order to find the optimal solution of the problem posed [2] [15].

4.0.6. Flat classification of hybrid metaheuristics

This is another classification of hybrid methods characterized by the type of hybridized
methods, their field of application and the nature of their functions [15]. According to
the type of hybridization, one finds homogeneous hybridized methods where the algo-
rithms used are based on the same metaheuristic and heterogeneous hybridized methods
where the metaheuristics used are different [15]. The field of application of hybridized
metaheuristics makes it possible to distinguish two main classes of hybridization, global
hybridizations and partial hybridizations. Global hybridization takes place when all the
hybridized methods are applied to the whole of the [15] search space. Partial hybridiza-
tion, on the other hand, breaks down a problem into sub-problems where each has its own
search space. At the end of this section we note in a summary way, 03 major types of
hybridization: In parallel, in series and in insertion.

5. PROPOSED METHOD: MULTI COLONY HYBRID ALGO-
RITHM OF ANT - LKH (MOCFLKH -TSP)

In this part, we will discuss the structure of our algorithm. It is known that the OCF or
LKH algorithms are very efficient for difficult problems and TSP in particular

The idea of ??insertion hybridization came to minimize the computation time. How-
ever, we have chosen to hybridize the two heuristic algorithms MOCF and LKH by inserting
the LKH in MOCF and by evolving the two heuristics in parallel. n other words, after a
fixed number T of iteration by each of the n ants of the m colonies, the LKH tower improve-
ment heuristic is inserted to replace the MOCF evaluation function in order to improve the
pseudo optimal solutions if possible. OCF or MOCF algorithms are known to be very effec-
tive for difficult problems such as TSP, but sometimes their downside is time consuming.
As they are heavy and sometimes greedy, We propose the idea of ??parallel hybridization
of the MOCF algorithms by The LKH. From this experiment, we notice improvements, ob-
tained at the level of costs and also the minimization of computation time. The structure of
our algorithm baptized "MOCFLKH-TSP" is as follows. The multi-colony MOCF algorithm
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as described above is made up of four main parts (initialization, construction of towers,
deposition and evaporation of pheromones, evaluation of solutions). Its disadvantage is
that it is slow and greedy (memory, processor) when the size of the population becomes
large, it may have the advantage of allowing greater exploration of the search space. To
do this, we hybridized two heuristic algorithms MOCF multi colony and LKH by inserting
the LKH in OCF multi colony.

Clearly, after exploring the solutions using MOCF, to accelerate the process of diver-
sification of solutions on the one hand and intensification on the other hand, the LKH
procedure replaces the probabilistic function used by the MOCF procedure and then fol-
lows. pheromone deposits and global communication matrix update. To allow ants to have
the global state of the pheromone matrix in real time, we develop the two metaheuristics
in pseudo parallel ways: After a fixed number T (3 <T <= n) of transitions, the MOCF
process breaks down by the ant k and the LKH process takes over and triggers the turn in-
tensification procedure on the various intermediate solutions. Once all the nodes (towns)
have been visited, the ants return to their starting point and we move on to the next cycle.
the algorithm is as follows:
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Figure 1: Comparison of MOCFLKH -TSP calculation costs with other Algorithms

5.1. RESULTS OF TESTS AND COMPARISON WITH OTHER METHODS

In this section, we present the numerical results obtained by the proposed algorithm
MOCFLK-TSP. The interest is to show that MOCFLK-TSP gives better results. The MOCFLKH-
TSP approach has been implemented in C language on instances of the TSPLIB online in-
stance library for the TSP on a server with the following characteristics: 4 GHZ processor,
08 GHZ RAM, 01 TB DD after 100 executions. By making a comparative study between the
heuristic MCOFLKH-TSP with the heuristics ACS- LKH, AG, Multi-colony OCF, AG -LKH
which make it from the best heuristics for the TSP of the literature, and under identical
test conditions we obtain the results of fig1 and fig2 below:

The results comparison tables show that the multi-colony MOCF and MOCFLKH-TSP
approaches are better. the MOCFLKH-TSP approach is better than all the other methods
studied in runtime since the optimal solution is quickly reached and the algorithm stops
without necessarily reaching the maximum number of cycles. At least 99 percent of the
optimal solution is always achieved.
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Figure 2: Comparison of MOCFLKH - TSP calculation times with other Algorithms

6. Conclusion and perspectives

In this work, we have proposed a new hybrid multi-colony ant-LKH heuristic (MOCFLKH
-TSP). The proposed MOCFLKH-TSP algorithm shows improvements both in costs and in
execution times. The tests or comparisons carried out prove MOCFLKH-TSP is beautiful
and very competitive with the best heuristics of the hour for the TSP. A limit linked to our
approach will undoubtedly be the use of much more resources (memory and processor).
We also find that although hybrid heuristics and metaheuristics provide solutions of good
quality in reasonable time to the TSP, they remain however always costly in computing
time for certain instances of problems (pla33810. . . ). As a perspective, we believe that the
parallelization of the heuristic search processes is imperative to reduce the resolution time
and improve the quality of the solutions provided.
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Algorithme 5.1 : MOCFLKH ALGORITHM-TSP
1 Début
2 Entry m: number of ants per colonies ;
3 L: number of colonies ;
4 n: number of cities ;
5 T: the displacement step ;
6 T c ← 3 ;
7 N c ← 0 ;
8 D ij ← 0 ;
9 dij ←t0 / local pheromone matrix ;

10 Initialize tabuList // with the starting city of each ant ;
11 // Initialization:

12 // initialization Pheromone = t0; // Place each colony at random in a starting
point;

13 j← 1 to L
14 K← 1 to m Randomly build a tour by each ant ;
15 Application of the LKH method after each T transition ;
16 Pheromone deposit by the best ant ;
17 // Tower construction
18 While ( Nc < Nmax) do
19 For i← 1 to n Do
20 For j← 1 to L Do
21 K← 1 ;
22 While ( K < m) do
23 For each ant K des L colony Carry out T transition by Selecting for

each transition The city j to be added or turn in progress
according to the probabilistic formula (1) ;

24 Application of the LKH Process on each partial solutions obtained
;

25 Insert progressively (i, j) in taboo list so as to build gradually the
solution of K ;

26 // Pheromone deposit
27 Perform the global update of the trace according to the best ant

of the L colony according to equations 2 and 3 ;
28 K = k + 1 ;
29 EndWhile
30 EnFor
31 EnFor
32 N c ← N c + 1 ;
33 EndWhile
34 S← the best solution ;
35 End
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