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Abstract. Distracted driving is the act of driving while engaged in other
activities, such as using a cell phone, texting, eating, or reading, which
takes the driver’ attention away from the road. Nowadays, the distracted
driving detection models based on deep learning can extract critical in-
formation from video data to characterize the driving behavior process.
But the distraction driving method based solely on appearance features
cannot essentially eliminate the noise impact of the complex environ-
ment on the model, and the distracted driving recognition method based
solely on skeletal information is unable to recognize the joint action of
the human body and the objects. Therefore,the development of an accu-
rate distracted driving detection model has become challenging. In this
paper, we propose a distracted driving recognition model MFD-former
based on the fusion of posture and appearance. First, a feature extraction
module is proposed to extract skeleton data(i.e., posture) and appear-
ance features(i.e., descriptors), which are merged by a graph neural net-
work. Then, the two kinds of information are input into the MFD-former
encoder module, and the self-attention mechanism quickly extracts the
sparse data. Finally, the classification results of distracted driving are
obtained by extracting the classification labels through the MLP Head.
The MFD-former model outperforms existing models. It achieved 95.1%
accuracy on the State Farm dataset and 90.24% accuracy on the self-built
Train Drivers dataset.

Keywords: Driver distraction recognition · Attention mechanism · Graph
neural network· Heterogeneous information fusion

1 Introduction

Distracted driving is a phenomenon in which the driver’s attention is directed to
activities unrelated to normal driving (calling, smoking, etc.), which leads to a
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decline in driving ability. Distractions can multiply driving safety risks and even
lead to traffic accidents. In recent years, using computer vision technology to
monitor driver behavior and dynamically identify distracted driving has become
a research hotspot [9].

The distracted driving recognition method, based on the object detection
network VGG and so on [6], roughly divides the human body into different
categories of targets, such as head, hand, shoulder, etc., and judges human be-
havior by its relative position, validated on public datasets such as Kaggle [4]
for distracted driving. However, in a specific application environment, it will be
affected by conditions such as background and lighting. For example, when a per-
son’s clothing color is similar to the background color, it may not be recognized
correctly.

Due to the method relying solely on image features, it is still unable to
accurately describe the spatiotemporal features of human behavior. Distracted
driving recognition methods based on skeletal information, such as ST-GCN [14]
and NAS-GCN [10], can separate human gesture recognition from the influence
of light, and background, and have strong robustness. However, the appearance
features cannot be integrated since the skeleton data is obtained. For example,
when the driver uses the same hand to make a phone call or adjust his glasses,
the movement of joint points is almost the same, so the two kinds of actions
cannot be distinguished correctly.

In order to solve the above problems, this paper proposes Multi-information
Fusion Driver Activity Recognition network based on Transformer [13](MFD-
former). First, the MFD-former uses OpenPose [3] to extract the coordinate in-
formation of the posture and then uses the Visual Descriptors Extraction module
to extract the appearance features of the joint points, that is, the descriptors of
the joint points. Then, the graph neural network is introduced to fuse the two
types of information, input the fused information into the MFD-former Encoder,
and use the self-attention mechanism to quickly extract the sparse data. Finally,
the classification labels are extracted by Multilayer Perceptron Head(MLP Head)
to obtain the classification results of distracted driving.

We compare MFD-former with other state-of-the-art baselines to highlight
the advantages of the proposed approach. Moreover, we study the model at dif-
ferent scales to investigate the impact of the number of parameters and attention
heads. To sum up, our contributions are as follows:

1. An attention-based MFD-former model is proposed, demonstrating that
self-attentional architectures can outperform existing convolutional and graph
convolutional distracted driving recognition models.

2. The graph neural network is used to fuse posture and descriptors, fully
mining the driving behavior under the joint description of appearance features
and skeletal data.

3. A visual descriptors extraction module is proposed to extract the descrip-
tors in the images.
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2 Related work

2.1 Graph Neural Network

The graph contains rich information, and many studies have begun to use deep
neural network models to learn the feature representation of nodes in the net-
work. Extending deep neural network models to non-Euclidean data, that is,
graph convolutional neural networks(GCN), has become an emerging research
hotspot [1]. HetGNN [15] obtains different types of neighbor nodes of each node
by adopting random walk and restart sampling strategy, and then use different
neural network modules to aggregate different characteristics of nodes, the same
type of neighbor nodes, and different types of neighbor information, respectively.
Finally, the representation of the node is formed. With the ability of these meth-
ods to represent graph data, graph heterogeneous graph neural models are also
gradually applied to different types of information aggregation. This paper fuses
the skeleton data and appearance features by graph neural networks.

2.2 Driver Behavior Recognition

Existing deep learning methods for driver distraction recognition mainly focus
on two data patterns: Appearance features and Skeleton data.

Appearance features: As Koesdwiady proposed an end-to-end deep learn-
ing solution for distracted driving image recognition. The framework utilizes a
pre-trained convolutional neural network VGG-19 [6] for feature extraction, and
adds two fully connected layers to fine-tune VGG-19. Moslemi proposed to uti-
lize 3D convolutional neural network and optical flow method [8] to improve
driver distraction detection tasks to obtain helpful information from temporal
information.

Skeleton data: This type of method uses the coordinates of the human skele-
ton to determine actions and processes the skeleton coordinates to obtain fea-
ture values that can be used to perform action recognition. There are two main
methods for extracting skeleton data: (1) Using a camera (such as Controller-
Pose [2]), (2) using various tools to extract key points from RGB images (such as
OpenPose [3]). Maosen Li proposed an action recognition network ST-GCN [14],
which uses motion structure graph convolution and temporal convolution as ba-
sic building blocks to learn the spatiotemporal characteristics of actions.

3 Proposed Method

In this section, we will introduce the architecture of the MFD-former(Fig. 1).
We define V = {It ∈ RH×W×3}Tt=1 as the input, H and W are the height
and width of the video, T is the frame number of the input video, and It is
the video frame. First, the OpenPose extracts the skeleton data in the picture,
and the Visual Descriptors Extraction module extracts descriptors. Two kinds
of information are fused by graph neural network, that is, a Patch in Fig. 1
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obtained in a frame of video. And a trainable vector Class[token] is added to
the input sequence. This vector forces the self-attention in the MFD-former
Encoder module to aggregate the information into a compact high-dimensional
representation to separate different driver behavior categories. Then we need to
input T+1 Patches into the MFD-former Encoder module, use the self-attention
mechanism to extract the sparse data quickly, and finally use the MLP Head to
extract the classification labels.

Visual Descriptors Extraction 

module

*Extra learnable

[class] embedding

Features 

Extraction 

module

Graph Neural 

Network

Input 

Image

Position 

Extraction

Skeleton data

Appearance features

Vector

flatten

Patch

MFD-former 

Encoder 

Block

Input RGB 

Sequence

+ Position

Embedding

Descriptor

Features Extraction 

module

Patches Extrtaction 

module

MFD-former Encoder

Patch

Patch

Patch

Posture information

descriptor

Fusion information

Posture information

descriptor

Fusion information

MLP

Head

talking on the phone using 

right hand

L´

Fig. 1. Schematic of our MFD-former. The MFD-former consists of two network mod-
els: the Patches Extraction module(gray part) and MFD-former Encoder(blue part).
The Patches Extraction module extracts the Patch on each frame of video, that is,
the fusion information of the posture and appearance. T + 1 Patches are input into
the MFD-former Encoder module, and sparse data are extracted quickly by the self-
attention mechanism, to obtain classification results through MLP Head. T is the frame
number of the input video.

3.1 Patch Extraction module

The purpose of the module is to extract the Patch of each frame of the video,
which is mainly composed of the Features Extraction module and the Graph
Neural Network. Features Extraction module consists of the Position Extraction
and Visual Descriptors Extraction module.
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Position Extraction module In this article, the Position Extraction module
is based on OpenPose [3]. The obtained posture pi := (xi, yi) of the driver
represents the abscissa and ordinate of the i-th joint point. Distracted driving
has nothing to do with the lower body, considering the specific driving scenario.
To avoid and reduce the impact of lower limb movements on distracting behavior
recognition, we will only consider the driver’s upper limb nodes(1. Left ear 2.
Left eye 3. Nose 4. Right eye 5. Right ear 6. Left wrist 7. Left elbow 8. Left
shoulder 9. Neck 10. Right shoulder 11. Right elbow 12. Right wrist).

Visual Descriptors Extraction module We propose the Visual Descriptors
Extraction module to extract descriptors for each joint. It mainly includes two
parts: encoder blocker and decoder blocker. However, we get the descriptor of
the whole image here, which is not all we need. We compare the pi obtained by
Position Extraction to find the descriptor di we need.

Graph Neural Network The pi and di obtained by the Features Extraction
module are two different types of information, so we use the GNN to fusion(Eq 1).
In this paper, gi is used to represent the fusion result of the posture feature of
the i-th joint point and the descriptor, and (0)gi represents the initial feature
after fusion. Moreover, we use Multilayer Perceptron (MLP) to embed joint point
information into a high-dimensional vector; The formula is as Eq 1.

(0)gi = di +MLPenc(pi) (1)

3.2 MFD-former Encoder

Patch Embedded What we get through the Graph Neural Network is a two-
dimensional matrix. Before entering the MFD-former Encoder, we need to add
[class]token and Position Embedding(Eq 2).

z0 = [gclass; g
1
iE; g1iE; · · ·; gTi E] + Epos, E ∈ R256×D, Epos ∈ R(T+1)×D (2)

We insert gclass for classification into the T tokens we just got, which is a
trainable parameter. Epos is the position code added to the original feature,
which is related to the frame number in the video.

MFD-former Encoder architecture MFD-former is to stack the MFD-forme
Encoder Block L times repeatedly. The MFD-forme Encoder Block consists of
an alternation of Multi-Head Self-Attention (MSA) and MLP blocks.

z′l =MSA(LN(zl−1)) + zl−1, l = 1 ... L (3)

Eq 3 is the MSA part, including multi-head self-attention, skip connection
(Add) and layer normalization (Norm), which can repeat L times.



6 H. Yu et al.

zl =MLP (LN(z′l)) + z′l, l = 1 ... L (4)

Eq 4 is the MLP Block part, including feedforward network (FFN), skip
connection (Add) and layer normalization (Norm), and can also repeat L times.

C = LN(z0L) (5)

Eq 5 is layer normalization. An MLP Head is used as the classification head
lastly, where is the output logit vector of the model, i.e. the classification labels.
The other tokens are the only inputs to the module, but the supervision signal
only comes from the [CLS] token.

4 Experiments

4.1 Datasets settings

State Farm dataset The State Farm insurance company released a dataset
available that classifies images into 10 categories [4]. Although the source dataset
is still images, we reconstructed the time-series relationship from the CSV files
in the original dataset. We obtained 20094 ten-frame sequences and 20094 ten-
frame sequences, and appropriate labels were applied to each sequence.

Train Drivers dataset We built a specific dataset for train driver driving
situations, divided into eight categories, which include two categories of normal
driving videos and six categories of distracted driving videos. As shown in Fig. 2.
We cut each video into about 3 seconds, and obtained a total of 9362 instances.
To ensure the diversity of our data, we select participants with different heights,
weights, and driving styles, wearing different uniforms, as shown in (1) and (2)
in Fig. 2, and record videos with different brightness during the day and night,
as shown in (1) and (7) in Fig. 2.

4.2 Implementation Details

We used the State Farm dataset and the self-built Train Drivers dataset in the
following experiments. Moreover, we divide each action video into T frames,
and input different versions of MFD-former on the experimental results. The
hyperparameter analysis of the three versions of MFD-former is summarized in
Table 1.

In experiments, we used the Adam Optimization Algorithm [5] for all train-
ing, β1 = 0.9, β2 = 0.999, a batch size of 1 and apply a high weight decay of
0.1. T = 10 when using the State Farm dataset, T = 40 when using the Train
Drivers dataset. The ratio of training to test for both datasets is 6 : 4.
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(1) Safe driving (2) Entering to sideline

(6) Drinking(5) Texting

(3) Yawning (4) Tidying hair

(7) Smoking (8) Talking on the phone

Fig. 2. The Train Drivers dataset contains eight classes, including Category 2 Normal
Driving and Category 6 Distracted Driving. (2) in the diagram is normal driving, the
thumb and little finger of one hand stand up, indicating that the train enters the
sideline. The dataset was recorded by multiple drivers in various environments. The
video resolution is 1280× 720 at 13Hz.

Table 1. Details of MFD-former model variants. Layers are the stacking times of the
encoder block; Hidden size is the length of the token vector; MLP size is the number of
nodes in the first fully connected layer of the MLP block in the Encoder block; Heads
are Multi-head Attention the number of heads in.

Model Layers Hidden size D MLP size Heads Params
Base 12 768 3092 12 86M
Large 24 1024 4096 16 307M
Huge 32 1280 5120 16 632M

4.3 Comparison Results

Results on State Farm dataset We chose four posture-based(Pos) models
and three appearance-based(App) models, and all seven models have timing
information. The experimental results are shown in Table 2. The baseline in the
experiment is the traditional skeleton recognition ST-GCN model [14]. Posture-
Based model data preprocessing uses OpenPose to extract skeleton data. It can
be seen that the accuracy of our model has been greatly improved compared
to the baseline. The results of ST-GCN are not ideal because it only relies on
posture and ignores the importance of appearance features. These results validate
the validity and rationality of our consideration of appearance features. Through
the experimental results, we can see that the Ours-Huge model is better than
the Ours-Large and Ours-Base model.

Results on Train Drivers dataset Table 3 shows the results of different
methods on the Train Drivers dataset, selecting ST-GCN as the baseline. Our
proposed method significantly outperforms baseline because ST-GCN which only
relies on posture has certain limitations, and our method uses appearance fea-
tures. We also have some improvements to the C3D method which only relies
on appearance, so it is clear that our method is generally effective. The results
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Table 2. Comparisons with state-of-the-art driver distraction recognition methods on
the State Farm dataset. “Pos” and “App” denote posture and appearance, respectively.

Model Modality Accuracy[%]
BaseLine Pos 77.4

2S-AGCN [12] Pos 88.5
NAS-GCN [10] Pos 89.5
ST-TR [11] Pos 92.5

C3D, Sports 1M pre-training [7] App 73.3
I3D-RGB, ImageNet + Kinetics pre-training [8] App 91.8

I3D-two stream, ImageNet + Kinetics pre-training [8] App 94.4
Ours-Base App + Pos 92.5
Ours-Large App + Pos 94.3
Ours-Huge App + Pos 95.1

of the three models proposed in this paper on the Train Drivers dataset are still
the Ours-Huge method with the highest accuracy.

Table 3. Comparisons with state-of-the-art driver distraction recognition methods on
the Train Drivers dataset. “Pos” and “App” denote posture and appearance, respec-
tively.

Model Modality Accuracy[%]
Baseline Pos 75.21

NAS-GCN [10] Pos 88.73
C3D, Sports 1M pre-training [7] App 85.51

Ours-Base App + Pos 88.52
Ours-Large App + Pos 89.42
Ours-Huge App + Pos 90.24

5 Conclusion

In this paper, we propose an MFD-former model to complete the classification of
drivers’ driving behavior to solve the problem of driver distraction detection. We
explore the application of Transformer to driving behavior recognition research.
We have verified the feasibility of our model on public datasets and our proposed
Train Drivers dataset through multiple sets of experiments, and the accuracy is
not lower than the current advanced time-series methods. In future work, we
will continue to study the problem of driving behavior recognition, and try to
improve the driving recognition speed under the high recognition accuracy.
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