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Abstract 

The Internet and cloud based technologies increase online purchases and transactions, in recent years. 

Phishing be a well-known assault that deceives consumers into seeing harmful material in exchange on 

the behalf of their personal information. However, due to ineffective security systems, the number of 

victims will grow exponentially. The Internet's anonymous and unregulated foundation makes it more 

vulnerable to phishing attempts. In this paper, we use a point wise mutual information method to 

offer a phishing detection system that uses features from the website URLs. We built a supervised 

machine learning system for phishing website detection. We used “Embedding, Sentiment, and 

Lexicon characteristics, as well as PMI-semantic orientation”, in the study. The methods “SVM, Naïve 

Bayes, KNN, Decision Tree and algorithm Random Forest,” were used to apply extracted features. 

Experiments using our suggested framework in a multi-class scenario, as well as in a binary setting, 

show promise in terms of “values of Kappa, enhanced accuracy, and calculated f-values”. These 

findings suggest that the framework we've provided be a viable option on the behalf of detecting 

malicious phishing behavior with severity of online links of social networks and other fake web URLs. 

Finally, we used different machine learning techniques to compare the outcomes of suggested and 

baseline characteristics. 10 fold cross validation calculated 90.363 highest accuracy and all four 

experiment evaluated always high accuracy on the behalf of Random Forest on the behalf of training 

dataset on 80%. The test result also calculated enhanced accuracy on the behalf of Random Forest on 

20% or test dataset. 

Keywords: Algorithm Naïve Bayes,  KNN , Decision Tree (J48), Random Forest algorithm and SVM. 

 

Introduction: 

Phishing is said to be a deceptive tactic that uses social and technological trickery to steal a person's 

identity and financial information. Users can utilize bogus websites to provide financial data such as 

usernames and passwords by using faked e-mails from real firms and agencies. Hackers frequently 

utilize systems to intercept usernames and passwords on the behalf of online accounts of customers. 

Phishers utilize a variety of tactics to collect user information, including email, URLs, instant chats, 

forum comments, phone calls, and text messages. Phishing material has a structure that is similar to 

legitimate content in order to fool people into accessing it in order to get sensitive information. The 

main goal of Phishing is to get specific personal information on the behalf of financial gain or to 

commit identity theft. Phishing assaults are wreaking havoc on businesses all around the world [1], the 
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majority of phishing attempts target financial/payment institutions in addition to webmail. Criminals 

create illegal copies of legitimate web sites and email, in order to get private data [2–4]. In addition to 

slogans, this e-mail should be displayed with the logos of a respectable firm. In addition to the 

structure of HTML, the design allows on the behalf of the copying of pictures or a full website [5]. It's 

also one of the reasons on the behalf of the Internet's rapid expansion as a communication medium, 

since it allows on the behalf of the misuse of brands and trademarks [6–8]. The "spooled" emails send 

by phisher to as many individuals as possible in order to catch users. When users read these e-mails, 

they are often directed away from the actual company and toward a faked website. There's a good 

probability that user information will be exploited. As a result, phishing has become extremely urgent, 

difficult to detect and predict, and unduly crucial in modern culture [9 - 11]. However, there may be a 

dearth of efficient anti-phishing approaches to identify dangerous URLs within a business in order to 

safeguard its users. In the case that harmful code is placed on the website, hackers may steal precious 

and crucial user information as well as install malware, posing a major threat to both cyber security 

and user privacy. Malicious URLs on the Internet may be quickly discovered using Machine Learning 

(ML) techniques [12 – 18]. As a result, conventional methods are unable to detect new dangerous 

URLs. Researchers proposed approaches based on machine learning to identify harmful URLs in order 

to overcome the limitations of the blacklist-based system [19–21]. Malicious URL detection may be 

thought of as a binary classification problem with two possible outcomes: malicious and benign [22–

24]. When compared to the blacklist technique, this strategy offers higher generalization ability on the 

behalf of detecting unknown harmful URLs. One of the ML approaches that gives a solution on the 

behalf of difficult real-time challenges be the (RNN) and (LSTM) . RNN can store inputs on the behalf of 

a longer length of time using LSTM. It be comparable to the idea of computer storage. Furthermore, 

each feature will be handled in accordance with the uniform distribution [25].  

 

Research Background: 

 S. Nisha and A. N. Madheswari discussed about Phishing assaults. Phishing assaults are now available 

in a variety of forms. Messages requiring users to verify account information, requesting that users re-

enter their information, bogus account charges, unwanted account changes, new free services 

requiring immediate action, and many other malicious sites are sent to a large number of recipients in 

the hopes that the unsuspecting person will react by clicking on a link to or signing on a fake site [26].  

H. B. Kazemian and S. Ahmed discussed about phishing websites. The disadvantage of this strategy be 

that blacklists cannot generally include all phishing websites since it takes a long time on the behalf of 

a newly built fraudulent website to be added [27].  

K. Thomas et al., analyzed about phishing assaults. Malware be usually sent in the form of an email 

attachment that may be opened and downloaded. Malware be often installed. A blacklist-based 

strategy, a content-based approach, and a heuristic-based approach are all employed to combat 

phishing assaults. A blacklist be a collection of harmful URLs [28].  



A. Firdaus et al.,  & M. F. A. Razak et al., considered about Malware-based phishing. Malware-based 

phishing refers to assaults that cause malicious software to be installed and executed on consumers' 

systems [29, 30].  

J. A. Chaudhry et al., discussed about Key loggers and screen grabbers, spyware. Malware be usually 

sent in the form of an email attachment that may be opened and downloaded. Key loggers and screen 

grabbers, spyware that collects and logs input keyboards or displays the screen and provides 

information to the phisher, are two types of malware widely used in phishing attempts. In some 

circumstances, the attacker's goal be to take control of the victim's computer [31].  

R. Gowtham and I. Krishnamurthi analyzed about some phishing method. Injection of content be a 

phishing method in which a phisher modifies a portion of the information on a trusted internet page. 

This be done to redirect the visitor away from the genuine website to a page where personal 

information must be submitted [32].  

G. Xiang et al., analyzed about Heuristic-based systems. Using term-frequency-inverse document 

frequency (TF–IDF) measures, a content-based approach on the behalf of detecting phishing websites. 

Heuristic-based systems collect characteristics from websites in order to determine if they are phishing 

or not [33]. 

Methodology: 

Explaining Collecting data, defining phishing traits, creating a model, testing, and ultimately comparing 

the results are the five components of the phishing detection system. The component of the phishing 

detection system be shown in algorithms description section, which are addressed in the following 

sections. 

Data Description: 

The collection of data is the initial step in the implementation. The dataset phase be critical on the 

behalf of ensuring the correctness of the results. The dataset will help to clarify and explain phishing 

and legitimate actions. The dataset be then evaluated on the behalf of additional investigation and the 

results are utilized to forecast or anticipate future phishing occurrences. 

All of the characteristics were gathered from UCI dataset. There shape of dataset is (11055, 16) 

phishing website characteristics in all that have been collected. This information was mostly gathered 

from a well-known phishing database. The categorical_val of datset are: 



 

All the values are categories by histogram blue and red color as: 



 

Figure 1. Representation of Histogram Plotting of Phishing dataset 

The categorical values represents in figure 1., the gathered dataset have been converted to numerical 

values by substituting the values "1," "0," and "-1" . 

 

Features Selection Method: 



 

Figure 2. Representation of Phishing dataset features selection by Random Forest Algorithm 

The data science provide an environment for play with features as like Random Forest used as feature 

selection technique or tree based algorithms. This tree based method ranked how increase node 

purity. The “nodes with the largest drop in impurity are found at the beginning of the trees, while the 

nodes with the least drop decrease in impurity are found at the conclusion”. We may produce a subset 

of the most essential characteristics by trimming trees below a certain node. Fig 2., shows the target 

variable “Results” have highly important position in this phishing datset. 

Algorithms Description: 

Naïve Bayes Algorithm: 

Abhilash, P. M., and D. Chakradhar. Introduced about effective inductive learning algorithms. Naïve  

Bayes is one of the “most efficient and effective inductive learning algorithms in the world of machine 

learning”, and it has been employed as an excellent classifier in various social media research.  

 



Figure 3. Representation of Naïve Bayes Classification on Phishing dataset 

Nave Bayes text classification has been widely utilised in document categorization assignments since 

the 1950s, and it can categorise any sort of data, including text, network characteristics, phrases, and 

so on. This method be referred to as a generative model, and it describes how a dataset be created 

using a probabilistic model in figure 3. It can produce fresh data that be comparable to the data on 

which the model be being trained by sampling from this model. On the behalf of textual characteristics 

and word embeddings, we employed the most basic version of the Naïve Bayes classifier in our 

research [34]. 

KNN Algorithm: 

Khorshid, Shler Farhad, and Adnan Mohsin Abdulazeez introduce about KNN supervised algorithm. The 

K-Nearest Neighbors (KNN) technique be a supervised learning algorithm and one of the most 

straightforward instance-based learning algorithms on the behalf of multi-class problems.  

 

Figure 4. Representation of K-NN Classification on Phishing dataset 

 

The distance between a fresh sample and its neighbor be employed in this approach to categorize it. 

As a result, the training set's K-nearest neighbours are found, and an item be assigned to the class with 

the most members among its k nearest neighbours in figure 4. KNN be a non-parametric lazy learning 

method that makes no assumptions about the distribution of the underlying data [35]. 

Decision Tree Algorithm: 

Charbuty, Bahzad, and Adnan Abdulazeez  introduce about decision tree.  In decision tree be a well-

known classification algorithm and one of the most extensively used inductive learning methods in 

machine learning in figure 5. 



 

 Figure 5. Representation of Decision Tree Classification on Phishing dataset 

It can handle both continuous and discrete characteristics, as well as training data with missing values. 

The idea of information entropy be used to construct decision trees using labeled training data. Their 

capacity to understand disjunctive statements and tolerance to noisy data appear to make them 

excellent on the behalf of text categorization [36]. 

Random Forest Algorithm: 

Zhang, W., et al., introduce about Random forest (RF) classification and regression technique that uses 

an ensemble of algorithms. On a random subset of data samples and characteristics, RF constructs 

numerous decision tree classifiers.  



 

Figure 6. Representation of Random Forest Classification on Phishing dataset 

 

The majority voting of decision trees be used to classify a fresh sample in figure 6. The fundamental 

benefit of RF is that it scales well to big datasets, be a solid approach on the behalf of predicting 

missing data, and provides excellent accuracy even when a significant amount of the data be missing 

[37]. 

Support Vector Machine Algorithm: 

Chandra, Mayank Arya, and S. S. Bedi.  Introduce about SVM supervised learning pattern recognition 

technique that can categorise both linear and non-linear data. SVM's main idea be to find separators 

that can best identify the different classes in a search space in figure 7.  



 

Figure 7. Representation of SVM Classification on Phishing dataset 

Support vectors are the data points that separate one or more hyperplanes utilising crucial training 

tuples [38]. 

Proposed Model:  

 



 

 

Figure 8. Representation of Proposed Model on Phishing dataset 

 

The tagged synthetic data be then used to train a model that may be used to actual election data to 

assess if there be evidence that a voting precinct be at danger. The model's outcome variable be 

divided into two categories: Training and Testing in figure 8. We train this model with Naïve Bayes, 

decision tree, K-NN, Random Forest and SVM. Random Forest be an ensemble supervised machine 

learning technique and features selection method also that has previously been demonstrated to be 

select and in identifying importance probability of dataset. To evaluate our model's performance, we 

divide the synthetic data into 10 folds, train it on 80% and then test it on 20%, the one fold of data that 

was kept on the behalf of testing. The results enhanced the prediction accuracy on the behalf of the 

ten tests.  

Performance evaluation: 

Performance measurements assess certain aspects of categorization task performance and do not 

always give the same information. Any classification method requires an understanding of how a 



model works. Different evaluation measures may have different underlying mechanics, thus 

understanding what each of these metrics reflects and what sort of information they are trying to 

transmit be critical on the behalf of comparison. A classifier's performance may be measured in a 

variety of ways, including accuracy, F-measure and kappa values [39].   

 

 

All the comprehensive experiments to evaluate the performance of each of the five classifiers, namely 

Algorithm NB, KNN, technique Decision Tree, machine learning Random Forest, and predictor Support 

Vector Machine. 

All five classifiers were put to the test in a variety of scenarios. We also tested our suggested 

framework in a binary environment to evaluate if our multi-class strategy on the behalf of detecting 

phishing attempt behavior in tweets works better in a binary classification challenge. On the behalf of 

the goal of standardization of best findings to cross compare across each layer of characteristics that 

provide experimental results, we omitted trials with low performance from the list. All experiments 

were conducted using a 10-fold cross validation scheme. 

 

Results: 



This section compares the effectiveness of several classifiers when it comes to categorizing tweets into 

various levels. 

Table 1. Classifiers performance under various settings in multi-class classification. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 displays the training results  on 80% dataset of multi-class classification on the behalf of each 

classifier under various circumstances. With the features selection method “Random Forest” all the 

classifiers: Naïve Bayes,  KNN, Decision Tree (J48), Random Forest and SVM, calculate classification 

accuracy, F- Measure and Kappa Statistics in environment of cross fold 5, 10 , 15 and 20 validations.  

 

Table 2. Classifiers performance under various settings in binary classification. 

Random 

Forest 

 

10 

 

.NB 076.810 000.281 000.786 

.KNN 087.679 000.315 000.764 

.DT 088.731 000.479 000.887 

.RF 091.363 000.281 000.789 

Features 
selection 
Method  

Cross Fold 
Validation  

Classifier Accuracy Kappa 
Statistics 

F-
Measure 

 Random 

Forest   
 

5 

.NB 067.21
4 

000.397 000.744 

.KNN 086.69
2 

000.416 000.864 

.DT 089.71
4 

000.475 000.886 

.RF 089.75
9 

000.474 000.886 

.SVM 086.57
6 

000.417 000.864 

 Random 
Forest 

10 .NB 076.91
0 

000.276 000.794 

.KNN 086.67
9 

000.415 000.864 

.DT 089.73
1 

000.479 000.887 

.RF 090.36
3 

000.471 000.889 

.SVM 089.74
7 

000.475 000.886 

Random 
Forest 

15 .NB 076.71
0 

000.256 000.774 

.KNN 085.67
9 

000.401 000.873 

.DT 087.73
1 

000.461 000.874 

.RF 090.25
3 

000.311 000.779 

.SVM 088.74
7 

000.451 000.756 

Random 

Forest 

 

20 

 

.NB 075.68
0 

000.232 000.761 

.KNN 084.65
5 

000.381 000.753 

.DT 086.69
1 

000.371 000.694 

.RF 089.32
1 

000.279 000.671 

.SVM 086.74
7 

000.621 000.696 



.SVM 89.891 0.515 0.716 

Table 2 displays the test results on remaining 20% datset of multi-class classification on the behalf of 

each classifier under various circumstances. With the features selection method “Random Forest” all the 

classifiers: Naïve Bayes,  KNN, Decision Tree (J48), Random Forest and SVM, calculate classification 

accuracy, F- Measure and Kappa Statistics in environment of cross fold 10 validation.  

Discussion: 

The current study takes a step forward by highlighting the shortcomings of the current phishing 

attempt detection method. We developed a holistic framework on the behalf of determining the 

results of phishing attempt on Twitter in this study, which be based on past research from other fields. 

Random Forest calculated highest values of accuracy in each iteration with different cross fold 5, 10, 

15 and 20 validations 

 

Figure 9. Representation of Random Forest on the behalf of training dataset on 80% with various cross 

validation fold. 

I-Random Forest, 89.759, 0.474, 0.886, II-Random Forest, 90.363, 0.471, 0.889         III- Random Forest, 

90.253, 0.311, 0.779  and Random IV-Forest, 89.321, 0.279, 0.671. Figure 9. Shows 10 fold cross 

validation calculated 90.363 highest accuracy and all four experiment evaluated always high accuracy 

on the behalf of Random Forest on the behalf of training dataset on 80% . The test result also 

calculated enhanced accuracy on the behalf of Random Forest on 20% or test dataset. 

 

To identify results in tweets, a large number of trials were conducted using a binary scheme (either 

Phishing behaviour present in the tweet or not) and a multi-classification strategy. The current study's 

main goal and contribution was to establish a systematic technique to apply target variable levels to 

phishing attempt behavioural text using multi-class classification.  
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In binary classification, our suggested method on the behalf of detecting phishing attempt behaviour 

outperforms numerous feature engineered techniques and methodologies reported. Random Forest 

had the greatest overall classifier performance.  

Feature selection contributes to enhancing prediction accuracy by lowering dimensionality of the 

dataset and utilized to provide improved results in text mining domain. The capacity to limit the 

number of selected characteristics while keeping as much overall prediction information as feasible be 

a fundamental requirement on the behalf of successful feature selection. The majority of the published 

literature focuses on structured data approaches. Previously developed feature selection methods 

were created without considering the impact of class distribution on the learning problem. As a result, 

many of them only produce a marginal improvement in performance. Multi-minority classes and 

creating new discriminatory characteristics of data that increase classifier accuracy. 

 

Conclusion: 

Although the internet and social media offer demonstrable benefits on the behalf of society, its 

widespread usage may have severe negative implications. In Twitter, we built a model on the behalf of 

identifying Phishing attempt and its severity result. In binary and multi-class classification, be the most 

efficient strategy on the behalf of dealing with class imbalance, where misclassification on the behalf 

of minority class (es) has a larger cost in terms of its influence on detection model reliability. The 

proposed model is a feature-based model “Random Forest” that leverages characteristics from 

message content to construct a machine learning classifier on the behalf of categorizing messages or 

URLs as non-phishing and determining severity of results as 1 & -1. The training and test results also 

calculated enhanced accuracy on the behalf of Random Forest on 80% & 20% dataset. Other social 

media platforms (such as Facebook, YouTube, and others) should be looked at to determine whether 

there be a similar trend of phishing attempt intensity. 

Future Work: 

Future research could improve automated machine learning model that can detect phishing attempt 

behaviour and severity, which could be a step toward automated systems on the behalf of analysing 

contemporary social online behaviours from written text and visual content that can harm mental 

health. The detection programme might analyse the phisher’s messages and then align them to a 

predetermined level of severity, allowing on the behalf of early identification of Phishing attacks. 
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