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#### Abstract

In this paper, we study an encryption scheme based on group algebra $\mathbf{G}$ over the boolean ring $\mathbf{R}$. The key idea of the proposal is that for a given commutative ring, we can define different functions over $\mathbb{Z}_{N}$ and use them as the underlying structure. Using this group algebra RG, we are giving a criterion to encrypt the message and to retrieve it using the RSA Algorithm. For the decryption algorithm to work, without any loss of data, the invertibility of the latin square over $\mathbf{R}$ is the necessary condition.
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## 1. Introduction

### 1.1 Public Key Cryptography

In 1976, Whitefield Diffie and Martin Hellman published the first practical public key cryptosystem for secure data transmission [10]. The Diffie-Hellman Algorithm was based on the discrete log problem. Since then, many public key cryptography algorithms have been created. The RSA scheme [9] discovered in 1978 by Ron Rivest, A. Shamir and Adleman was based on the factorization problem of the modulus, factorising of $\boldsymbol{\operatorname { m o d }} \boldsymbol{N}$ is an impractical task if the integer $\boldsymbol{N}$ is sufficiently large, where $\boldsymbol{N}$ is the product of two distinct large primes. Since then, many developments have been made in the field of cryptography. Elliptic Curves based Cryptography has an advantage over the nonelliptic curve cryptography with the smaller key sizes [4][5]. Elliptic Curve cryptography is based on the algebraic structure of elliptic curves over finite fields.
Here, we are using Special finite non-abelian groups in order to make the bijective functions more efficient and suitable for encryption and decryption purpose. We are introducing the concept strongly co - prime integers for constructing more trap door functions. In this paper, we study some important properties of strongly co-prime integers and their effective use in public key cryptography.
In recent past many works have been done to improve the cryptosystems using the group algebra over commutative and non-commutative rings.
It is necessary for a good cryptosystem to be practically impossible for the attacker to break [2]. A good cryptosystem would comparatively take more time while the attacker is trying to break into it. This can either be achieved by making a moderately longer key or by creating a more advance algorithm that would make the entire cryptosystem reluctant to any damage.
Here, in this paper, we present some new techniques to encrypt and decrypt the messages. Some basic concepts of group algebra and, linear algebra have been used and applied to make a new algorithm. The RSA Algorithm [8] has been used as the basis of the cryptosystem whose definition we would like to record:
Encryption: Given the public key $(n, e)=k_{\text {pub }}$ and the plaintext $x$, the encryption function is $\boldsymbol{y}=\boldsymbol{e}_{\boldsymbol{k}_{\text {pub }}}(\boldsymbol{x}) \equiv \boldsymbol{x}^{\boldsymbol{e}} \boldsymbol{\operatorname { m o d } n}$, where $x, y \in \mathbb{Z}_{n}$.
Decryption: Given the private key $d=k_{p r}$ and the ciphertext $y$, the decryption function is $\boldsymbol{x}=\boldsymbol{d}_{\boldsymbol{k}_{\boldsymbol{p} \boldsymbol{r}}}(\boldsymbol{y}) \equiv \boldsymbol{y}^{\boldsymbol{d}} \boldsymbol{\operatorname { m o d }} \boldsymbol{n}$, where $x, y \in \mathbb{Z}_{n}$.
Here, $e d \equiv 1(\bmod (p-1)(q-1))$ and $n=p q$
Theorem 1.1 (RSA) The mapping $f: \mathbb{Z}_{n} \rightarrow \mathbb{Z}_{n}$ where $n$ is the product of $k$ distinct odd primes, $f(x)=x^{e}(\operatorname{Mod} n)$ such that $\operatorname{gcd}\left(e,\left(p_{1}-1\right)\left(p_{2}-1\right) \ldots\left(p_{k}-1\right)\right)=1$ is bijective.

Here, ed $\equiv 1\left(\left(\operatorname{Mod}\left(\left(p_{1}-1\right)\left(p_{2}-1\right) \ldots\left(p_{k}-1\right)\right)\right)\right.$ and $n=p_{1} . p_{2} \ldots p_{k}$
For a function ' $f^{\prime}$, if there exist some secret information ' $y^{\prime}$, such that if $f(x)$ and $y$ are known, then $x$ can be computed easily. Such a function is known as the trapdoor function. A trapdoor function is a functionthat is easy to compute in one direction, yet difficult to compute in the opposite direction (finding its inverse) without special information, called the "trapdoor". A one-way function is a function that is easy to compute on every input, but hard to invert given the image of a random input. In this direction, many researchers started constructing trap door permutation polynomial over finite fields. Now we would like to recall an interesting result due to R.A. Mollin and C. Small. [8]

Theorem 1.2: Let $G F(q)$ be a given finite field with $q$ elements having characteristic different from '3'.
Then $f(x)=a x^{3}+b x^{2}+c x+d(a \neq 0)$ permutes $G F(q)$ if and only if $b^{2}=3 a c$ and $q \equiv 2(\operatorname{Mod} 3)$
Now, let us use this theorem for constructing a permutation polynomial over $\mathbb{Z}_{p}$ for large odd prime $p$ ( $p \neq 3$ ).
Using the quadratic reciprocity law, we can deduce the following theorem
Choose an odd prime $p$ such that $p \equiv 11(\operatorname{Mod} 12)$
Then choose $a, c \in$ set of quadratic residues $\bmod p$ or $a, c \in$ set of quadratic non-residues $\bmod p$
Then the polynomial $f(x)=a x^{3}+b x^{2}+c x+d \in \mathbb{Z}_{p}[x]$ permutes $\mathbb{Z}_{p}$.
If we choose a prime $p$ such that $p \equiv 5(\operatorname{Mod} 12)$,
Then we have to select $a \in$ set of quadratic residues $\bmod p$ but $c \in$ set of quadratic non-residues $\bmod p$
or if $a \in$ set of quadratic non-residues $\bmod p$ and $c \in$ set of quadratic residues $\bmod p$
Then the polynomial $f(x)=a x^{3}+b x^{2}+c x+d \in \mathbb{Z}_{p}[x]$ permutes $\mathbb{Z}_{p}$.
Let us now observe, how we can use some elementary number theory to construct some simple encryption and decryption schemes.
For more works on Analytic Number theory, the reader may refer to [1].

### 1.2 Some examples to construct bijective functions

In this section, we give some more methods for the secure encryption of data using different fields like vectors, rings, matrices etc. This can be understood better with help of the following theorems and examples.

Example 1.1: Select Four Secret distinct positive integers $a, b, P, Q$ where $P$ and $Q$ are very large odd primes such that $a b>P Q$
Define $M=a b-P Q$
Set $e=(P Q)^{2} M+a$ and $d=(P Q) M+b$
Consider ed $-P Q=M\left((P Q)^{3} M+a(P Q)+b(P Q)^{2}+1\right)$
Define $N=(P Q)^{3} M+a(P Q)+b(P Q)^{2}+1$
Then, we observe: $\operatorname{gcd}(e, N)=\operatorname{gcd}(d, N)=1$
Define $\mathbb{Z}_{N}=\{0,1,2, \ldots, N-1\}$
The map $f: \mathbb{Z}_{N}^{(2)} \rightarrow \mathbb{Z}_{N}^{(2)}$ defined by $f(x, y)=(e x(\operatorname{Mod} N), d y(\operatorname{Mod} N))$ is bijective.
Example 1.2: Let us now extend the above example further
Take four distinct positive integers $a, b, c, P$ where $P$ is an odd prime. such that $a b c>P$.
Define $M=a b c-P$
Set $e=P^{3} M+a ; d=P^{2} M+b$, and $f=P M+c$.
Now, construct edf $-P=M\left(P^{6} M^{2}+a P^{3} M+b P^{4} M+a b P+P^{5} M c+a c P^{2}+b c P^{3}+1\right)$
Then, we observe: $\operatorname{gcd}(e, N)=\operatorname{gcd}(d, N)=\operatorname{gcd}(f, N)=1$

The $\operatorname{map} \phi: \mathbb{Z}_{N}^{(3)} \rightarrow \mathbb{Z}_{N}^{(3)}$ defined by $\phi(x, y, z)=(\operatorname{ex}(\operatorname{Mod} N), d y(\operatorname{Mod} N), f z(\operatorname{Mod} N))$ is bijective.

Example 1.3: Let us take four distinct positive integers $\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{c}, \boldsymbol{d}$ greater than or equal to 2 .
Define $N=(\operatorname{abcd}(a+1)(b+1)(c+1)(d+1))+1$
Here, we observe that $\operatorname{gcd}(a, N)=\operatorname{gcd}(b, N)=\operatorname{gcd}(c, N)=\operatorname{gcd}(\boldsymbol{d}, N)=\mathbf{1}$
and, $\operatorname{gcd}(a+1, N)=\operatorname{gcd}(b+1, N)=\operatorname{gcd}(c+1, N)=\operatorname{gcd}(d+1, N)=1$
also, $\operatorname{gcd}\left(a(a+1)^{2}, N\right)=1$
Define $\mathbb{Z}_{N}=\{0,1,2, \ldots N-1\}(\operatorname{Mod} N)$ a ring of integers with respect to $+_{N}$ and $\times_{N}$.
Now, let us construct a bijective function $f: \mathbb{Z}_{N}^{(3)} \rightarrow \mathbb{Z}_{N}^{(3)}$
$f(x, y, z)=(u, v, w)$
where $u=a^{2} x-a y+k$

$$
\begin{aligned}
& v=(2 a+1) x+a y+l \\
& w=a z+m
\end{aligned}
$$

Here, $k, l, m \in \mathbb{Z}_{N}$.
Similarly, ' $a$ ' can be replaced by ${ }^{\prime} b^{\prime}$, ' $c$ ' and ${ }^{\prime} d^{\prime}$.
Example 1.4: Define $\mathcal{F}=\left\{\begin{array}{ll}{\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]} & \begin{array}{c}a, b, c, d \in \mathbb{Z}_{\text {pos }} \\ (a, b)=(c, d)=1 \\ (a, c)=(b, d)=1\end{array}\end{array}\right\}$
Proposition 1.1: Suppose $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right],\left[\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right] \in \mathcal{F}$
Then $\left[\begin{array}{ll}a \alpha & b \beta \\ c \gamma & d \delta\end{array}\right] \in \mathcal{F}$ if and only if $\left[\begin{array}{ll}a & \beta \\ \gamma & d\end{array}\right],\left[\begin{array}{ll}\alpha & b \\ c & \delta\end{array}\right] \in \mathcal{F}$.
Proof: $(a \alpha, b \beta)=(a, b) \times(\alpha, \beta) \times\left(\frac{a}{(a, b)}, \frac{\beta}{(\alpha, \beta)}\right) \times\left(\frac{b}{(a, b)}, \frac{\alpha}{(\alpha, \beta)}\right)$
Similarly, $(a \alpha, c \gamma)=(a, c) \times(\alpha, \gamma) \times\left(\frac{a}{(a, c)}, \frac{\gamma}{(\alpha, \gamma)}\right) \times\left(\frac{c}{(a, c)}, \frac{\alpha}{(\alpha, \gamma)}\right)$
Therefore, $(a \alpha, b \beta)=(a, \beta) \cdot(b, \alpha)$
Similarly, $(c \gamma, d \delta)=(c, \delta) \cdot(d, \gamma)$

$$
\begin{aligned}
& (b \beta, d \delta)=(b, \delta) \cdot(\beta, d) \\
& (a \alpha, c \gamma)=(a, \gamma) \cdot(c, \alpha)
\end{aligned}
$$

Proposition 1.2: Suppose $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right],\left[\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right] \in \mathcal{F}$
Define $N=a \alpha d \delta+c \gamma b \beta$

$$
\begin{aligned}
& \boldsymbol{N}_{\mathbf{1}}=a d+\beta \gamma \\
& \mathbf{N}_{\mathbf{2}}=\alpha \delta+b c
\end{aligned}
$$

Assume $\left[\begin{array}{ll}a \alpha & b \beta \\ c \gamma & d \delta\end{array}\right] \in \mathcal{F}$
Define $f: \mathbb{Z}_{N}^{(3)} \rightarrow \mathbb{Z}_{N}^{(3)}$
$f(x, y, z)=\left(\alpha^{\prime}+(a \alpha+d \delta) x+d \delta y(\operatorname{Mod} N), \beta^{\prime}+c \gamma x+c \gamma y(\operatorname{Mod} N), \gamma^{\prime}+\left(b^{2} \beta^{2} c \gamma\right) z(\operatorname{Mod} N)\right)$
$f_{1}: \mathbb{Z}_{N_{1}}^{(3)} \rightarrow \mathbb{Z}_{N_{1}}^{(3)}$
$f_{1}(x, y, z)=\left(\alpha^{\prime \prime}+(a \gamma+d) x+d y\left(\operatorname{Mod} N_{1}\right), \gamma x+\gamma y+\beta^{\prime \prime}\left(\operatorname{Mod} N_{1}\right), \gamma^{\prime \prime}+\left(\beta^{2} \gamma\right) z\left(\operatorname{Mod} N_{1}\right)\right)$
$f_{2}: \mathbb{Z}_{N_{2}}^{(3)} \rightarrow \mathbb{Z}_{N_{2}}^{(3)}$
$f_{2}(x, y, z)=\left(\alpha^{\prime \prime \prime}+(\alpha c+\delta) x+\delta y\left(\operatorname{Mod} N_{2}\right), \beta^{\prime \prime \prime}+c x+c y\left(\operatorname{Mod} N_{2}\right), \gamma^{\prime \prime \prime}+\left(b^{2} c\right) z\left(\operatorname{Mod} N_{2}\right)\right)$ Then, $f$ is bijective if and only if $f_{1}$ and $f_{2}$ are bijective.

Example 1.5: Let $p, q, r$ be three given (distinct) odd primes
Assume $r^{2}+q \not \equiv 0(\operatorname{Mod} p)$
Consider the following $2 \times 2$ matrix " $A$ "
$A=\left[\begin{array}{cc}r & p+q r \\ p q+p r^{2} & q^{2}+p r+q r^{2}\end{array}\right]$
$\operatorname{Per}(A)=r q^{2}+p r^{2}+q r^{3}+p^{2} q+p^{2} r^{2}+p q^{2} r+p q r^{3}$

$$
=(p q+q) r^{3}+\left(p+p^{2}\right) r^{2}+\left(p q^{2}+q^{2}\right) r+p^{2} q
$$

Define $N:=\operatorname{Per}(A)$

$$
=(p q+q) r^{3}+\left(p+p^{2}\right) r^{2}+\left(p q^{2}+q^{2}\right) r+p^{2} q,
$$

Now, we can show that
$\operatorname{gcd}\left(r\left(p q+p r^{2}\right), N\right)=1$
$\operatorname{gcd}\left((p+q r)\left(q^{2}+p r+q r^{2}\right), N\right)=1$
$\operatorname{gcd}(r(p+q r), N)=1$
$\operatorname{gcd}\left(\left(p q+p r^{2}\right)\left(q^{2}+p r+q r^{2}\right), N\right)=1$
Define a bijective map $f: \mathbb{Z}_{N}^{(3)} \rightarrow \mathbb{Z}_{N}^{(3)}$ as follows:
$f(x, y, z)=\left(\left[\alpha+\left(q r^{2}+(p+1) r+q^{2}\right) x+\left(q^{2}+p r+q r^{2}\right) y\right](\operatorname{Mod} N)\right.$,

$$
\left.\left[\beta+\left(p q+p r^{2}\right)(x+y)\right](\operatorname{Mod} N),\left[\gamma+(p+q r)^{2}\left(p q+p r^{2}\right) z\right](\operatorname{Mod} N)\right)
$$

$\operatorname{Det}\left[\begin{array}{cc}q r^{2}+(p+1) r+q^{2} & q^{2}+p r+q r^{2} \\ p q+p r^{2} & p q+p r^{2}\end{array}\right]=\left[\left(p q+p r^{2}\right)(r)\right](\operatorname{Mod} N)$
So, $\operatorname{gcd}\left(\left[\left(p q+p r^{2}\right)(r)\right], N\right)=1$
Therefore " $f$ " is bijective.
Proposition 1.3. Let $\boldsymbol{a}$ be the non-zero vector in $\mathbb{R}^{3}$. Then $T_{\boldsymbol{a}}(x)=(\boldsymbol{a} \times \boldsymbol{x})-\boldsymbol{a}-\boldsymbol{x}$, and $S_{a}(x)=\boldsymbol{x} \times \boldsymbol{a}-\boldsymbol{a}-\boldsymbol{x}, a \times x, x \times a$ denotes vector cross product in $R^{3}$ is bijective from $\mathbb{R}^{3}$ to $\mathbb{R}^{3}$. If we consider $\overrightarrow{\boldsymbol{a}}=\left(a_{1}, a_{2}, a_{3}\right) \in \mathbb{Z}_{p}^{3}$ over a finite field with $p$ where $p$ is an odd-prime. Then the map $T_{a}(x)$ is bijective if and only if $a_{1}^{2}+a_{2}^{2}+a_{3}^{2} \not \equiv-1(\bmod p)$.

Theorem 1.3: Let $\overrightarrow{\boldsymbol{a}}, \overrightarrow{\boldsymbol{b}}$ be any non-zero vectors and $y$ is any vector in $R^{3}$.
Then $T_{(\vec{a}, \overrightarrow{\boldsymbol{b}})}(\vec{y})=(\overrightarrow{\boldsymbol{b}} \cdot \vec{y}) \overrightarrow{\boldsymbol{a}}-(\vec{b} \cdot \vec{a}) \vec{y}+(\vec{y} \times \vec{a})+(\vec{y} \times \vec{b})+\vec{y}+(\vec{a} \times \vec{b})+\vec{a}-\vec{b}$ is a bijective map from $\mathbb{R}^{3}$ onto $\mathbb{R}^{3}$.

## Proof:

Let $\vec{a}$ be a given non-zero vector in $R^{3}$.
Define: $T_{\vec{a}}(\vec{x})=\vec{a} \times \vec{x}-\vec{a}-\vec{x}$

$$
S_{\vec{a}}(\vec{x})=\vec{x} \times \vec{a}-\vec{a}-\vec{x}
$$

$T_{\vec{a}}, S_{\vec{a}}$ both are bijective maps from $R^{3}$ onto itself.
Select $\vec{a}, \vec{b}$ are given non-zero vectors in $R^{3}$.
Now, let us compute $S_{\vec{b}} \circ T_{\vec{a}}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$

$$
\begin{aligned}
S_{\vec{b}} \circ T_{\vec{a}} & =S_{\vec{b}}\left(T_{\vec{a}}(x)\right) \\
& =S_{\vec{b}}(\vec{a} \times \vec{x}-\vec{a}-\vec{x}) \\
& =(\vec{a} \times \vec{x}-\vec{a}-\vec{x}) \times \vec{b}-(\vec{a} \times \vec{x}-\vec{a}-\vec{x})-\vec{b} \\
& =(\vec{a} \times \vec{x}) \times \vec{b}-(\vec{a} \times \vec{b})-(\vec{x} \times \vec{b})-(\vec{a} \times \vec{x})+\vec{a}+\vec{x}-\vec{b} \\
& =(\vec{a} \times \vec{x}) \times \vec{b}+(\vec{b} \times \vec{a})+(\vec{b} \times \vec{x})+(\vec{x} \times \vec{a})+\vec{a}+\vec{x}-\vec{b} \\
& =(\vec{a} \bullet \vec{b}) \vec{x}-(\vec{x} \bullet \vec{b}) \vec{a}+(\vec{x} \times \vec{a})+(\vec{b} \times \vec{x})+\vec{x}+(\vec{b} \times \vec{a})+\vec{a}-\vec{b}
\end{aligned}
$$

Now, we use the above-mentioned theorems to prove some corollaries.

Corollary 1.1: Let $\vec{a}=\left(a_{1}, a_{2}, a_{3}\right) \in \mathbb{Z}_{N}^{(3)}$ form a commutative ring with respect to $+_{N}$ and $\times_{N}$.
$T_{\vec{a}}: \mathbb{Z}_{N}^{(3)} \rightarrow \mathbb{Z}_{N}^{(3)}$ defined by $T_{\vec{a}}(x)=\vec{a} \times \vec{x}-\vec{a}-\vec{x}$ for all $x \in \mathbb{Z}_{N}$. Then $T_{\vec{a}}$ is a bijective function if and only if $\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right) \equiv r^{\prime}-1(\bmod N)$, where $\operatorname{gcd}\left(r^{\prime}, N\right)=1$.

## Proof:

Suppose $T_{a}(\vec{x})=T_{a}(\vec{y})$ for all $x, y \in \mathbb{Z}_{N}$. Then
$\vec{a} \times \vec{x}-\vec{a}-\vec{x}=\vec{a} \times \vec{y}-\vec{a}-\vec{y}$
$(\vec{a}) \times((\vec{x})-(\vec{y}))=((\vec{x})-(\vec{y}))$

$$
\begin{aligned}
& \left|\begin{array}{ccc}
i & j & k \\
a_{1} & a_{2} & a_{3} \\
x_{1}-y_{1} & x_{2}-y_{2} & x_{3}-y_{3}
\end{array}\right|=\left(x_{1}-y_{1}, x_{2}-y_{2}, x_{3}-y_{3}\right) \\
& \left(a_{2}\left(x_{3}-y_{3}\right)-a_{3}\left(x_{2}-y_{2}\right), \quad a_{3}\left(x_{1}-y_{1}\right)-a_{1}\left(x_{3}-y_{3}\right), \quad a_{1}\left(x_{2}-y_{2}\right)-a_{2}\left(x_{1}-y_{1}\right)\right) \\
& =\left(x_{1}-y_{1}, x_{2}-y_{2}, x_{3}-y_{3}\right) \\
& -\left(x_{1}-y_{1}\right)-a_{3}\left(x_{2}-y_{2}\right)+a_{2}\left(x_{3}-y_{3}\right)=0 \\
& a_{3}\left(x_{1}-y_{1}\right)-\left(x_{2}-y_{2}\right)+a_{1}\left(x_{3}-y_{3}\right)=0 \\
& -a_{2}\left(x_{1}-y_{1}\right)+a_{1}\left(x_{2}-y_{2}\right)-\left(x_{3}-y_{3}\right)=0 \\
& \qquad\left(\begin{array}{ccc}
-1 & -a_{3} & a_{2} \\
a_{3} & -1 & -a_{1} \\
-a_{2} & a_{1} & -1
\end{array}\right)\left(\begin{array}{l}
x_{1}-y_{1} \\
x_{2}-y_{2} \\
x_{3}-y_{3}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
\end{aligned}
$$

In order to get a trivial solution, we must have

$$
\operatorname{det}\left(\begin{array}{ccc}
-1 & -a_{3} & a_{2} \\
a_{3} & -1 & -a_{1} \\
-a_{2} & a_{1} & -1
\end{array}\right) \in U\left(\mathbb{Z}_{N}\right)
$$

Let us consider

$$
l=\left|\begin{array}{ccc}
-1 & -a_{3} & a_{2} \\
a_{3} & -1 & -a_{1} \\
-a_{2} & a_{1} & -1
\end{array}\right|
$$

then $\operatorname{gcd}(l \bmod N, N)=1$
Now, let us compute $l \bmod N$
$\left(-1\left(1+a_{1}^{2}\right)+a_{3}\left(-a_{3}-a_{1} a_{2}\right)+a_{2}\left(a_{1} a_{3}-a_{2}\right)\right) \bmod N$
$\operatorname{gcd}\left(-\left(1+a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right) \bmod N, N\right)=1$
$-\left(1+a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right) \equiv r(\bmod N)$, where $\operatorname{gcd}(r, N)=1$
$\left(1+a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right) \equiv-r(\bmod N)$ $\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right) \equiv N-r-1(\bmod N)$ $\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right) \equiv r^{\prime}-1(\bmod N)$, where $\operatorname{gcd}\left(r^{\prime}, N\right)=1$
$T_{\vec{a}}: \mathbb{Z}_{N}^{(3)} \rightarrow \mathbb{Z}_{N}^{(3)}$ is bijective if and only if $\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right) \equiv r^{\prime}-1(\bmod N)$, where $\operatorname{gcd}\left(r^{\prime}, N\right)=$ 1

## Corollary1. 2

Let, $\vec{a}, \vec{b} \in \mathbb{Z}_{N}^{(3)}$ with $\vec{a}=\left(a_{1}, a_{2}, a_{3}\right), \vec{b}=\left(b_{1}, b_{2}, b_{3}\right)$.

$$
\begin{aligned}
& \left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right) \equiv r^{\prime}-1(\bmod N) \\
& \left(b_{1}^{2}+b_{2}^{2}+b_{3}^{2}\right) \equiv s^{\prime}-1(\bmod N)
\end{aligned}
$$

where $\operatorname{gcd}\left(r^{\prime}, N\right)=\operatorname{gcd}\left(s^{\prime}, N\right)=1$.
$T_{(\vec{a}, \vec{b})}(\vec{x})=(\vec{b} \bullet \vec{x}) \vec{a}-(\vec{b} \bullet \vec{a}) \vec{x}+(\vec{x} \times \vec{a})+(\vec{x} \times \vec{b})+\vec{x}+(\vec{a} \times \vec{b})+\vec{a}-\vec{b}$ is bijective from $\mathbb{Z}_{N}^{(3)}$ to $\mathbb{Z}_{N}^{(3)}$.

## 2. Encryption and Decryption over Finite Boolean Rings

### 2.1 Boolean Rings

Now we shall see how to reconstruct the original message text using boolean rings over group algebras. In this context, let us review the definition of Boolean Rings [3].
Let $X$ be any given finite set (non-empty).Consider $\mathcal{P}(X)=\{$ set of ALL subsets of $X\}$
Define $\oplus$ and $\bullet$ on $\boldsymbol{\mathcal { P }}(\boldsymbol{X})$ as follows:

$$
A \oplus B=(A-B) \cup(B-A)
$$

$$
A \bullet B=A \cap B
$$

where $A, B \in \mathcal{P}(X)$


Figure 1 : Boolean Ring

This ring is:
a) Commutative
$A \oplus B=B \oplus A$
$A \bullet B=B \bullet A$, where $A, B \in \mathcal{P}(X)$
b) Associative
$A \oplus(B \oplus C)=(A \oplus B) \oplus C$
$A \bullet(B \bullet C)=(A \bullet B) \bullet C$, where $A, B, C \in \mathcal{P}(X)$
c) Distributive
$(A \oplus B) \bullet C=(A \bullet C) \oplus(B \bullet C)$
$(A \bullet B) \oplus C=(A \oplus C) \bullet(B \oplus C)$, where $A, B, C \in \mathcal{P}(X)$

The empty set $(\phi)$ is the zero of the ring.
The finite set $X$ is the one of the ring.
Hence, $(\mathcal{P}(X), \oplus, \bullet, \phi, X)$ forms a Boolean Ring.
Let $\boldsymbol{U}=\left[\begin{array}{ll}A & B \\ C & D\end{array}\right], \boldsymbol{v}=\left[\begin{array}{ll}E & F \\ G & H\end{array}\right]$,
then the matrix multiplication is defined as follows:
$\boldsymbol{u} \cdot \boldsymbol{v}=\left[\begin{array}{ll}A & B \\ C & D\end{array}\right] \cdot\left[\begin{array}{ll}E & F \\ G & H\end{array}\right]=\left[\begin{array}{ll}A E \oplus B G & A F \oplus B H \\ C E \oplus D G & C F \oplus D H\end{array}\right]$

$$
\langle A B=A \bullet B\rangle
$$

where, $A, B, C, D, E, F, G, H \in \mathcal{P}(X)$
While decrypting the message, the invertibility of the latin square, formed over the boolean ring $\mathbf{R}$, is a necessary condition. That latin square can be formed using various techniques mentioned below.

## Main Result: Encryption schemes over square matrices

In this section we give an algorithm to encrypt as well as decrypt the data using square matrices. Here, the square matrices are constructed with its elements from the power set of the boolean set $\boldsymbol{X}$.

Let $\boldsymbol{\mathcal { M }}=\left[\begin{array}{l}Y_{1} \\ Y_{2} \\ Y_{3}\end{array}\right]$ be the message that we have to encrypt. Where $Y_{1}, Y_{2}, Y_{3} \in \boldsymbol{X}$
To encrypt the message, we need a key.
Let $\mathcal{K}=\left[\begin{array}{ccc}X \oplus A E \oplus B F & A \oplus B G & B \\ E \oplus C F & X \oplus C G & C \\ F & G & X\end{array}\right]$ be the Encryption key, $\operatorname{Det}(\mathcal{K})=X$.
where, $A, B, C, E, F, G \in \mathcal{P}(X)$
Define $\operatorname{Enc}(\mathcal{M})=\boldsymbol{\mathcal { K }} \cdot \boldsymbol{\mathcal { M }}$
$=\left[\begin{array}{ccc}X \oplus A E \oplus B F & A \oplus B G & B \\ E \oplus C F & X \oplus C G & C \\ F & G & X\end{array}\right] \cdot\left[\begin{array}{l}Y_{1} \\ Y_{2} \\ Y_{3}\end{array}\right]=\left[\begin{array}{l}Y_{1}^{\prime} \\ Y_{2}^{\prime} \\ Y_{3}^{\prime}\end{array}\right]$ (say)
$=\left[\begin{array}{c}Y_{1} \oplus B F Y_{1} \oplus A Y_{2} \oplus B G Y_{2} \oplus B Y_{3} \\ E Y_{1} \oplus C F Y_{1} \oplus Y_{2} \oplus C G Y_{2} \oplus C Y_{3} \\ F Y_{1} \oplus G Y_{2} \oplus Y_{3}\end{array}\right]=\left[\begin{array}{l}Y_{1}^{\prime} \\ Y_{2}^{\prime} \\ Y_{3}^{\prime}\end{array}\right]$
Here,
$Y_{1}^{\prime}=Y_{1} \oplus B F Y_{1} \oplus A Y_{2} \oplus B G Y_{2} \oplus B Y_{3}$
$Y_{2}^{\prime}=E Y_{1} \oplus C F Y_{1} \oplus Y_{2} \oplus C G Y_{2} \oplus C Y_{3}$
$Y_{3}^{\prime}=F Y_{1} \oplus G Y_{2} \oplus Y_{3}$
To decrypt this message,
$D_{n}(\mathcal{M})=\mathcal{K}^{-1}$
$=\frac{1}{X}\left[\begin{array}{ccc}X & A & A C \oplus B \\ E & X \oplus A E & C \oplus C A E \oplus B E \\ F & G \oplus G A E \oplus A F & X \oplus B F \oplus C G \oplus E B G \oplus C G A E\end{array}\right]$
$=\left[\begin{array}{ccc}X & A & A C \oplus B \\ E & X \oplus A E & C \oplus C A E \oplus B E \\ F & G \oplus G A E \oplus A F & X \oplus B F \oplus C G \oplus E B G \oplus C G A E\end{array}\right]$
$\mid \because X$ is the one in the ring $\mathcal{P}(X) \mid$
Here, as we have mentioned, that in a Boolean Ring, the one (1) of the ring is the finite set $\boldsymbol{X}$. In order to maintain the invertibility of the matrix, it is important that we construct the matrices with their determinant $=\boldsymbol{X}$. This determinant being equal to the one of the finite ring ensures the invertibility and hence the decryption is possible without the loss of data.
Some of the methods to construct such matrices have been discussed below.

### 2.1 To Construct a square matrix with determinant $=X$ using triangular matrices

Let $X$ be any given finite set (non-empty). Consider $\mathcal{P}(X)=\{$ set of ALL subsets of $X\}$
Define $\oplus$ and $\bullet$ on $\mathcal{P}(X)$ as follows:

$$
\begin{aligned}
& A \oplus B=(A-B) \cup(B-A)=B \oplus A \\
& A \bullet B=A \cap B=B \bullet A
\end{aligned}
$$

where $A, B \in \mathcal{P}(X)$
Define two square matrices $\lambda$ and $\mu$

$$
\begin{gathered}
\boldsymbol{u}=\left[\begin{array}{lll}
X & A & B \\
\phi & X & C \\
\phi & \phi & X
\end{array}\right] ; \boldsymbol{v}=\left[\begin{array}{lll}
X & \phi & \phi \\
E & X & \phi \\
F & G & X
\end{array}\right] \text { where } A, B, C, E, F, G \in \mathcal{P}(X) \\
\boldsymbol{u} \cdot \boldsymbol{v}=\left[\begin{array}{ccc}
X \oplus A E \oplus B F & \phi \oplus A X \oplus B G & \phi \oplus B X \\
\phi \oplus E \oplus C F & \phi \oplus X \oplus C G & \phi \oplus \phi \oplus C \\
\phi \oplus X F & \phi \oplus G & X
\end{array}\right] \\
\boldsymbol{u} \cdot \boldsymbol{v}=\left[\begin{array}{ccc}
X \oplus A E \oplus B F & A \oplus B G & B \\
E \oplus C F & X \oplus C G & C \\
F & G & X
\end{array}\right] \rightarrow(\boldsymbol{K}) \\
\operatorname{det}(\boldsymbol{u} \cdot \boldsymbol{v})= \\
=[(X \oplus A E \oplus B F)(X \oplus C G \oplus C G)] \oplus[(A \oplus B G)(E \oplus C F \oplus C F)] \oplus[B(E G \oplus C F G \oplus F \oplus C G F)] \\
=
\end{gathered}
$$

## Example 2.1

Assume $X=\{1,2,3,4,5\}$ and $\mathcal{P}(X)$ be the power set of $X$

$$
\begin{aligned}
& \boldsymbol{u}=\left[\begin{array}{ccc}
X & \{1,2\} & \{2,3\} \\
\boldsymbol{\phi} & X & \{1,2,3\} \\
\boldsymbol{\phi} & \phi & X
\end{array}\right] ; \boldsymbol{v}=\left[\begin{array}{ccc}
X & \phi & \phi \\
\{1,3\} & X & \phi \\
\{1,2\} & \{3,4\} & X
\end{array}\right] \\
& \boldsymbol{u} \cdot \boldsymbol{v}=\left[\begin{array}{ccc}
\{3,4,5\} & \{1,2,3\} & \{2,3\} \\
\{2,3\} & \{1,2,4,5\} & \{1,2,3\} \\
\{1,2\} & \{3,4\} & X
\end{array}\right]
\end{aligned}
$$

here, $\operatorname{det}(\boldsymbol{u} \cdot \boldsymbol{v})=X$
Similarly, using different finite non-empty sets " $X$ " and taking different elements from their power set, we can obtain infinite number of square matrices of any order.
Similarly, we can create a 4-square matrix by multiplying $\boldsymbol{U}=\left[\begin{array}{llll}X & A & B & C \\ \phi & X & D & E \\ \phi & \phi & X & F \\ \phi & \phi & \phi & X\end{array}\right]$ and
$\boldsymbol{v}=\left[\begin{array}{cccc}X & \phi & \phi & \phi \\ G & X & \phi & \phi \\ H & I & X & \phi \\ J & K & L & X\end{array}\right]$ in order to get a 4-sqaure matrix $\mathcal{D}=\boldsymbol{U} \cdot \boldsymbol{v}$ whose determinant $=X$.
$\boldsymbol{D}=\boldsymbol{u} \cdot \boldsymbol{v}=\left[\begin{array}{cccc}X \oplus A G \oplus B H \oplus C J & A \oplus B I \oplus C K & B \oplus C L & C \\ G \oplus D H \oplus E J & X \oplus D I \oplus E K & D \oplus E L & E \\ H \oplus F J & I \oplus F K & X \oplus F L & F \\ J & K & L & X\end{array}\right]$ where $A, B, C, D, E, F, G, H, I, J, K, L \in$ $\mathcal{P}(X)$.
2.2 To construct a square matrix with determinant $=X$ using square tridiagonal matrices

Let $X$ be any given finite set (non-empty). Consider $\mathcal{P}(X)=\{$ set of ALL subsets of $X\}$
Let $\boldsymbol{U}=\left[\begin{array}{lll}X & A & \phi \\ B & X & A \\ \phi & B & X\end{array}\right]$ and $\boldsymbol{v}=\left[\begin{array}{lll}X & C & \phi \\ D & X & C \\ \phi & D & X\end{array}\right]$, we have $\operatorname{Det}(\boldsymbol{U})=\operatorname{Det}(\boldsymbol{v})=X$.
Here, $A, B, C, D \in \mathcal{P}(X)$
$\boldsymbol{u} \cdot \boldsymbol{v}=\left[\begin{array}{ccc}X \oplus A D & C \oplus A & C A \\ B \oplus D & X \oplus B C \oplus A D & C \oplus A \\ B D & B \oplus D & X \oplus B C\end{array}\right], \operatorname{Det}(\boldsymbol{u} \cdot \boldsymbol{v})=\operatorname{Det}(\boldsymbol{u}) \cdot \operatorname{Det}(\boldsymbol{v})=X \cdot X=X$

## Example 2.2

Assume $X=\{1,2,3,4,5\}$ and $\mathcal{P}(X)$ be the power set of $X$.

$$
\begin{gathered}
\boldsymbol{U}=\left[\begin{array}{ccc}
X & \{2,3\} & \phi \\
\{1,2,3\} & X & \{2,3\} \\
\phi & \{1,2,3\} & X
\end{array}\right] ; \boldsymbol{v}=\left[\begin{array}{ccc}
\{3,4,5\} & \{1,2,3\} & \{2,3\} \\
\{2,3\} & \{1,2,4,5\} & \{1,2,3\} \\
\{1,2\} & \{3,4\} & X
\end{array}\right] \\
\boldsymbol{U} \cdot \boldsymbol{v}=\left[\begin{array}{ccc}
\{2,4,5\} & \{1,2,3\} & \phi \\
\phi & \{4,5\} & \{1,2,3\} \\
\{1,3\} & \{1,2,3,4\} & \{4,5\}
\end{array}\right]
\end{gathered}
$$

$\operatorname{Det}(\boldsymbol{u} \cdot \boldsymbol{v})=X$

### 2.3 To construct a square matrix with determinant $=X$ using partitions of a set

Let " $X$ " be a non-empty finite set,

$$
X=\left\{a_{1}, a_{2}, a_{3}, \ldots, a_{n}\right\}
$$

Define $A_{1}, A_{2}, A_{3}, \ldots, A_{n}$ as the partitions of the set $X$.

$$
X=\bigcup_{i=1}^{n} A_{i} ; A_{i} \cap A_{j}=\phi \forall i \neq j
$$

Create a matrix " $\mathcal{U}$ " using the $A_{i} S$ as latin square.

$$
\operatorname{Det}(\boldsymbol{U})=A_{1} \oplus A_{2} \oplus A_{3} \oplus \ldots \oplus A_{n}=X
$$

## Example 2.3:

Let $X=\{a, b, c, d, e, f, g\}$
$A_{1}=\{a, c, d\}$
$A_{2}=\{b, e\}$
$A_{3}=\{f\}$
$A_{4}=\{g\}$
Here, $A_{1}, A_{2}, A_{3}, A_{4}$ are partitions of $X$.
Define $\boldsymbol{U}=\left[\begin{array}{llll}A_{1} & A_{2} & A_{3} & A_{4} \\ A_{2} & A_{1} & A_{4} & A_{3} \\ A_{3} & A_{4} & A_{1} & A_{2} \\ A_{4} & A_{3} & A_{2} & A_{1}\end{array}\right]$
Determinant $=\sum_{\sigma \in S_{n}}(-1)^{\sigma} a_{1 \sigma(1)} \cdot a_{2 \sigma(2)} \cdot a_{3 \sigma(3)} \ldots a_{n \sigma(n)}$
Hence, $\operatorname{Det}(\boldsymbol{U})=A_{1} \oplus A_{2} \oplus A_{3} \oplus A_{4}=X$

## 3. Public Key Cryptography using Permanent and Trace of Matrices

In a square matrix, the permanent of a matrix is defined as follows:

$$
\operatorname{Per}(U)=\sum_{\sigma \in S_{n}} a_{1 \sigma(1)} \cdot a_{2 \sigma(2)} \cdot a_{3 \sigma(3)} \ldots a_{n \sigma(n)}
$$

### 3.1 Encryption Scheme using the Permanent of a Matrix

1. Consider the following $3 \times 3$ matrix

$$
\begin{aligned}
& A=\left[\begin{array}{lll}
p & p^{2} & s \\
q & q^{3} & r^{3} \\
r & p^{4} & r^{2}
\end{array}\right] \text { where } p, q, r, s \text { are all distinct odd primes with } \\
& p^{3}+r \not \equiv 0(\operatorname{Mod} q) \\
& q^{3}+p^{4} r+p q+p r^{2} \not \equiv 0(\operatorname{Mod} s)
\end{aligned}
$$

## STEP 1:

Arbitrary select $p, r$ distinct odd primes.
STEP 2:
Choose an odd prime " $q$ " which is distinct from $p, r$ such that

$$
p^{3}+r \not \equiv 0(\operatorname{Mod} q)
$$

## STEP 3:

Select an odd prime " $s$ " which is distinct from $p, q, r$ such that

$$
q^{3}+p^{4} r+p q+p r^{2} \not \equiv 0(\operatorname{Mod} s)
$$

2. Here,

$$
\begin{aligned}
& \operatorname{Per}(A)=p q^{3} r^{2}+p^{5} r^{3}+p^{2} q r^{2}+p^{2} r^{4}+p^{4} q s+q^{3} r s \\
& \operatorname{gcd}(p q r, \operatorname{Per}(A))=1 \\
& \operatorname{gcd}\left(p^{2} q^{3} p^{4}=p^{6} q^{3}, \operatorname{Per}(A)\right)=1 \\
& \operatorname{gcd}\left(r^{5} s, \operatorname{Per}(A)\right)=1
\end{aligned}
$$

3. In fact
$\operatorname{gcd}\left(\prod_{x_{j} \in S} x_{j}, \operatorname{Per}(A)\right)=1$
where $S=\left\{p, p^{2}, p^{4}, q, q^{3}, r, r^{2}, r^{3}, s\right\}$
4. Consider the Diagonal Matrix of order $k \times k$ (where $k$ is very large)
$D_{k}=\operatorname{Diag}\left(y_{1}, y_{2}, y_{3}, \ldots, y_{k}\right)$ where $y_{i}=\prod_{x_{j} \in S}\left(x_{j}\right)$ for $1 \leq i \leq k$
$D_{k}$ is private.
5. Take $P \in G L_{k}(\mathbb{Z})$ any $k \times k$ matrix with integral entries and $\operatorname{det}(P)= \pm 1$
$\mathbf{P}$ is private.
6. Construct public key $C=P^{-1} D_{k} P$
7. Define a public key $N=\operatorname{Per}(A)$, where $A$ is the private $\mathbf{3} \times \mathbf{3}$ matrix.
8. Suppose the given message

$$
\vec{M}=\left[\begin{array}{c}
m_{1} \\
m_{2} \\
\vdots \\
m_{k}
\end{array}\right]_{k \times 1} \quad \text { with } m_{j} \in \mathbb{Z}_{N}
$$

9. Encryption:

$$
\begin{aligned}
E(\vec{M}) & =C \vec{M}(\operatorname{Mod} N) \\
& =\left(\begin{array}{c}
m_{1}^{\prime} \\
m_{2}^{\prime} \\
\vdots \\
m_{k}^{\prime}
\end{array}\right)(\operatorname{Mod} N)
\end{aligned}
$$

Since, $\operatorname{gcd}(\operatorname{det} C(\operatorname{Mod} N), N)=1$, we can compute $C^{-1}(\operatorname{Mod} N)$ easily using the private keys $P, D_{k}$. Since " $k$ " is very large, computing $C^{-1}$ is very difficult. Hence, the method is secure.
10. Decryption $=\boldsymbol{C}^{-\mathbf{1}}(C \vec{M})(\operatorname{Mod} N)$

$$
=\vec{M}
$$

### 3.2 Encryption Scheme using the Trace of a Matrix

Take a matrix $\mathbb{M}_{4}\left(\mathbb{Z}_{N}\right)$
Let " $N$ " be a given fixed large positive integer.
$\mathbb{Z}_{N}^{(4)}=\left\{\left.\left[\begin{array}{l}x \\ y \\ z \\ w\end{array}\right] \right\rvert\, x, y, z, w \in \mathbb{Z}_{N}\right\}$
Suppose message vector, $\boldsymbol{m}=\left[\begin{array}{l}\boldsymbol{m}_{\boldsymbol{1}} \\ \boldsymbol{m}_{\boldsymbol{2}} \\ \boldsymbol{m}_{\mathbf{3}} \\ \boldsymbol{m}_{\boldsymbol{4}}\end{array}\right] \in \mathbb{Z}_{\boldsymbol{N}}^{(\mathbf{4})}$
Now, define $\boldsymbol{M}_{1}=\left[\begin{array}{llll}\boldsymbol{m}_{1} & \boldsymbol{m}_{2} & \boldsymbol{m}_{3} & \boldsymbol{m}_{4} \\ \boldsymbol{m}_{2} & \boldsymbol{m}_{3} & \boldsymbol{m}_{4} & \boldsymbol{m}_{1} \\ \boldsymbol{m}_{3} & \boldsymbol{m}_{4} & \boldsymbol{m}_{1} & \boldsymbol{m}_{2} \\ \boldsymbol{m}_{4} & \boldsymbol{m}_{1} & \boldsymbol{m}_{2} & \boldsymbol{m}_{3}\end{array}\right]$

$$
M_{2}=\left[\begin{array}{llll}
m_{3} & m_{4} & m_{1} & m_{2} \\
m_{4} & m_{1} & m_{2} & m_{3} \\
m_{1} & m_{2} & m_{3} & m_{4} \\
m_{2} & m_{3} & m_{4} & m_{1}
\end{array}\right]
$$

$$
\begin{aligned}
& M_{3}=\left[\begin{array}{llll}
m_{1} & m_{2} & m_{3} & m_{4} \\
m_{2} & m_{1} & m_{4} & m_{3} \\
m_{3} & m_{4} & m_{1} & m_{2} \\
m_{4} & m_{3} & m_{2} & m_{1}
\end{array}\right] \\
& M_{4}=\left[\begin{array}{llll}
m_{1} & m_{2} & m_{3} & m_{4} \\
m_{4} & m_{3} & m_{2} & m_{1} \\
m_{2} & m_{1} & m_{4} & m_{3} \\
m_{3} & m_{4} & m_{1} & m_{2}
\end{array}\right]
\end{aligned}
$$

Define $\boldsymbol{A}=\left[a_{i j}\right], \boldsymbol{B}=\left[b_{i j}\right], \boldsymbol{C}=\left[c_{i j}\right], \boldsymbol{D}=\left[d_{i j}\right] \in \mathbb{M}_{4}\left(\mathbb{Z}_{N}\right)$
Define $f: \mathbb{Z}_{N}^{(4)} \rightarrow \mathbb{Z}_{N}^{(4)}$
$\boldsymbol{f}\left(\left[\begin{array}{l}\boldsymbol{m}_{\boldsymbol{1}} \\ \boldsymbol{m}_{2} \\ \boldsymbol{m}_{3} \\ \boldsymbol{m}_{4}\end{array}\right]\right)=\left[\begin{array}{l}\text { trace } A \boldsymbol{M}_{\mathbf{1}} \\ \text { trace } \\ \text { trace } \\ \text { trace } \\ \text { CM } \\ \text { trace } \\ \text { tra }\end{array}\right]$
Then $f$ is bijective if and only if
$B=\left[\begin{array}{llll}a_{11}+a_{24}+a_{33}+a_{42} & a_{21}+a_{12}+a_{34}+a_{43} & a_{31}+a_{22}+a_{13}+a_{44} & a_{41}+a_{32}+a_{23}+a_{14} \\ b_{13}+b_{22}+b_{31}+b_{44} & b_{14}+b_{23}+b_{32}+b_{41} & b_{11}+b_{24}+b_{33}+b_{42} & b_{12}+b_{21}+b_{34}+b_{43} \\ c_{11}+c_{22}+c_{33}+c_{42} & c_{12}+c_{21}+c_{34}+c_{43} & c_{13}+c_{24}+c_{31}+c_{42} & c_{14}+c_{23}+c_{32}+c_{41} \\ d_{11}+d_{24}+d_{32}+d_{43} & d_{12}+d_{23}+d_{31}+d_{44} & d_{13}+d_{22}+d_{34}+d_{41} & d_{14}+d_{21}+d_{33}+a_{42}\end{array}\right]$ is invertible over $\mathbb{M}_{4}\left(\mathbb{Z}_{N}\right)$.
$\operatorname{det}(B)=\alpha(\bmod N)$
then $\operatorname{gcd}(\alpha, N)=1$
Now, Enc $\left(\left[\begin{array}{l}\boldsymbol{m}_{1} \\ \boldsymbol{m}_{2} \\ \boldsymbol{m}_{3} \\ \boldsymbol{m}_{4}\end{array}\right]\right)=\left[\begin{array}{l}\text { trace } A M_{1} \\ \text { trace } B M_{2} \\ \text { trace } \\ \text { CM } \\ \text { trace } \\ \text { t }\end{array}\right]$

## 4. Encryption using Commutative Ring with Unity

Given a multiplicative group $\mathbf{G}$, and a commutative ring $\mathbf{R}$ with identity, the set $\mathbf{R G}$ consisting of all the finite formal sums $\sum_{\alpha(g) \in R}^{g \in G} \alpha(g) g$ with addition defined coefficient-wise and multiplication induced by the multiplication in $\mathbf{G}$ together with distributivity is an algebra over $\mathbf{R}$ called the group algebra of the group $\mathbf{G}$ over the commutative ring $\mathbf{R}$ [3].
Thus for $\alpha=\sum_{g \in \boldsymbol{G}} \alpha(g) g \in \boldsymbol{R G}, \beta=\sum_{h \in \boldsymbol{G}} \beta(h) h \in \boldsymbol{R} \boldsymbol{G}$

$$
\begin{aligned}
& \alpha+\beta=\sum_{g \in \boldsymbol{G}}(\alpha(g)+\beta(g)) g \\
& \alpha \beta=\sum_{g \in \boldsymbol{G}}\left(\sum_{x y=g} \alpha(x) \beta(y)\right) g .
\end{aligned}
$$

The element $1_{R} e_{\boldsymbol{G}}$, where $1_{\boldsymbol{R}}$ is the identity element of the ring $\mathbf{R}$ and $e_{\boldsymbol{G}}$ is the identity element of $\mathbf{G}$, is the identity element of the group algebra RG.
Observe that the map $g \mapsto 1_{R} g$ is a $1-1$ group homomorphism from $\mathbf{G}$ into the group of units of $\mathbf{R G}$, and the map $\lambda \mapsto \lambda e_{\boldsymbol{G}}$ is a $1-1$ ring homomorphism $\boldsymbol{R} \rightarrow \boldsymbol{R} \boldsymbol{G}$. We can thus identify both $\mathbf{G}$ and $\mathbf{R}$ with their respective images in $\mathbf{R G}$ under the above maps. In particular, we then have $1_{R}=e_{G}=1_{R} e_{G}$ and this element is the identity element of $\mathbf{R G}$ which we will denote by 1 .
For understanding more basic properties about Group Algebra the reader can refer [4].
Let " $\boldsymbol{N}$ " be a given fixed large positive integer.

Define $\boldsymbol{R}=\left(\mathbb{Z}_{n},+_{n}, \times_{n} ; 1,0\right)$ be the given commutative ring with unity. (Ring of integers $\bmod N$ ), where $\mathbb{Z}_{N}=\{0,1,2, \cdots, N-1\}$.
Let $f(\boldsymbol{x}, \boldsymbol{y})=a+b \boldsymbol{x}+c \boldsymbol{y}+d \boldsymbol{x} \boldsymbol{y}$ be the given polynomial in the variables $\boldsymbol{x}$ and $\boldsymbol{y}$ over
$\left(\mathbb{Z}_{N},+_{N}, \times_{N} ; 1,0\right) ; a, b, c, d \in \mathbb{Z}_{N}$.
Choose $a_{1}, b_{1}, c_{1}, d_{1}$ in $\mathbb{Z}_{N}$ such that $\operatorname{gcd}\left(a_{1}, N\right)=\operatorname{gcd}\left(a_{1}+b_{1}, N\right)=\operatorname{gcd}\left(a_{1}+c_{1}, N\right)=\operatorname{gcd}\left(a_{1}+b_{1}+c_{1}+d_{1}, N\right)=1$
Define $g(x, y)=a_{1}+b_{1} x+c_{1} y+d_{1} x y$
Here, we are considering the following semi associative group on $\{\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{x} \boldsymbol{y}\}$.

| $\bullet$ | $x$ | $y$ | $x y$ |
| :---: | :---: | :---: | :---: |
| $x$ | $\boldsymbol{x}$ | $\boldsymbol{x y}$ | $\boldsymbol{x y}$ |
| $y$ | $\boldsymbol{x y}$ | $\boldsymbol{y}$ | $\boldsymbol{x y}$ |
| $x y$ | $\boldsymbol{x y}$ | $\boldsymbol{x y}$ | $\boldsymbol{x y}$ |

Define $E(f(\boldsymbol{x}, \boldsymbol{y}))=f(\boldsymbol{x}, \boldsymbol{y}) \cdot g(\boldsymbol{x}, \boldsymbol{y})$
$=(a+b \boldsymbol{x}+c \boldsymbol{y}+d \boldsymbol{x} \boldsymbol{y}) \cdot\left(a_{1}+b_{1} \boldsymbol{x}+c_{1} \boldsymbol{y}+d_{1} \boldsymbol{x} \boldsymbol{y}\right)$
$=a a_{1}+a_{1} b \boldsymbol{x}+a_{1} c \boldsymbol{y}+a_{1} d \boldsymbol{x} \boldsymbol{y}+a b_{1} \boldsymbol{x}+b b_{1} \boldsymbol{x}+c b_{1} \boldsymbol{x} \boldsymbol{y}+b_{1} d \boldsymbol{x} \boldsymbol{y}+a c_{1} \boldsymbol{y}+b c_{1} \boldsymbol{x} \boldsymbol{y}+c c_{1} \boldsymbol{y}$ $+c_{1} d \boldsymbol{x} \boldsymbol{y}+a d_{1} \boldsymbol{x} \boldsymbol{y}+b d_{1} \boldsymbol{x} \boldsymbol{y}+c d_{1} \boldsymbol{x} \boldsymbol{y}+d d_{1} \boldsymbol{x} \boldsymbol{y}$
$=a a_{1}+\left[a b_{1}+\left(a_{1}+b_{1}\right) b\right] \boldsymbol{x}+\left[a c_{1}+\left(a_{1}+c_{1}\right) c\right] \boldsymbol{y}$

$$
+\left[a d_{1}+\left(c_{1}+d_{1}\right) b+\left(b_{1}+d_{1}\right) c+\left(a_{1}+b_{1}+c_{1}+d_{1}\right) d\right] \boldsymbol{x} \boldsymbol{y}
$$

Comparing the coefficients of $\boldsymbol{x}$ and $\boldsymbol{y}$
$\begin{array}{ll}a a_{1}=a^{\prime} & \rightarrow(1) \\ a b_{1}+\left(a_{1}+b_{1}\right) b=b^{\prime} \\ a c_{1}+\left(a_{1}+c_{1}\right) c=c^{\prime} & \rightarrow(2) \\ a d_{1}+\left(c_{1}+d_{1}\right) b+\left(b_{1}+d_{1}\right) c+\left(a_{1}+b_{1}+c_{1}+d_{1}\right) d=d^{\prime} & \rightarrow(3) \\ A=\left[\begin{array}{cccc}a_{1} & 0 & 0 & 0 \\ b_{1} & a_{1}+b_{1} & 0 & 0 \\ c_{1} & 0 & a_{1}+c_{1} & 0 \\ d_{1} & c_{1}+d_{1} & b_{1}+d_{1} & a_{1}+b_{1}+c_{1}+d_{1}\end{array}\right] \\ & \operatorname{Det}(A)=a_{1}\left(a_{1}+b_{1}\right)\left(a_{1}+c_{1}\right)\left(a_{1}+b_{1}+c_{1}+d_{1}\right)\end{array}$
Here, $\operatorname{gcd}(\operatorname{Det}(A), N)=1$
Now, we can describe encryption of $f(\boldsymbol{x}, \boldsymbol{y})$ as
$E n c(f(\boldsymbol{x}, \boldsymbol{y}))=f(\boldsymbol{x}, \boldsymbol{y}) \cdot g(\boldsymbol{x}, \boldsymbol{y})$.

## 5. Some encryption schemes using non-abelian groups

Now, we shall see few examples of interesting finite non-abelian groups $\mathbf{G}$ which are being used in Encryption \& Decryption.

Example 5.1: Let $G$ be a given group. Let $R$ be a given normal subgroup of $G$.

1. G and R are given to public
2. Select an endomorphism $\alpha \in \operatorname{End}(G)$ such that $\alpha(R)=R$ and $\alpha$ induces identity on $\frac{G}{R}$
3. $\alpha \in \operatorname{Aut}(G) \Leftrightarrow \alpha \in \operatorname{Aut}(R)$
4. $\alpha$ is fixed point free automorphism i.e $\alpha(g)=g \Leftrightarrow g=e$
5. Action of $\alpha$ on R is private (i.e) $\alpha(r)$ is private for all $r \in R$
6. Choose a message $r \neq e \in R$

For this message $r \in R$, we can find a " $g " \in G$ such that $\alpha(g)=g \cdot r$

Here for this $r \in R$, we have one and only $g \in G$ such that $\alpha(g)=g \cdot r$
For, suppose $g_{1}, g_{2} \in G$ such that

$$
\begin{aligned}
& \alpha\left(g_{1}\right)=g_{1} \cdot r \quad \rightarrow(1) \\
& \alpha\left(g_{2}\right)=g_{2} \cdot r \quad \rightarrow(2) \\
& \therefore g_{1}^{-1} \alpha\left(g_{1}\right)=g_{2}^{-1} \alpha\left(g_{2}\right) \\
& \Rightarrow g_{2} g_{1}^{-1}=\alpha\left(g_{2} g_{1}^{-1}\right) \\
& \Rightarrow g_{2} g_{1}^{-1}=e \Rightarrow g_{1}=g_{2}
\end{aligned}
$$

7. For this message $r \in R, g$ is public and $\alpha^{3}(g)$ is also public.

The action of $\alpha^{3}$ on elements which are not in $R$ is public.
The action of $\alpha^{3}$ on $G-R$ is public.
Now $\alpha(g)=g \cdot r$

$$
\begin{aligned}
\alpha^{2}(g) & =\alpha(g \cdot r)=\alpha(g) \alpha(r) \\
& =g r \cdot \alpha(r) \\
\alpha^{3}(g) & =\alpha(g) \cdot \alpha(r) \cdot \alpha^{2}(r) \\
& =g r \alpha(r) \alpha^{2}(r)
\end{aligned}
$$

8. Encryption:
$h=\alpha^{3}(g)$
$h=g r \alpha(r) \alpha^{2}(r)$
9. Decryption:
$g^{-1} h \cdot\left[\alpha^{2}(r)\right]^{-1}[\alpha(r)]^{-1}=r$
Here The action of $\alpha$ on $R$ is private.
Example 5.2: Let $G$ be a finite group of very large order.
10. H be a given subgroup of $G$ such that $O(H)$ is also very large and $H$ is given to public.
11. Let K be subset of G , which is not a subgroup of G such that K is private.
12. $G=H \cup K$
13. Choose a message $m \in H$ but $m \notin K$
14. For this m select a secret $r$ such that $r \in K$ but $r \notin H$
15. Now the encryption of $E(m)=r \cdot m$
16. Since $r^{-1} \notin H$ but $r^{-1} \in K$

Decryption $=r^{-1}(r m)$

$$
=m
$$

Example 5.3: Let $P, Q, R, S$ be any given positive integers greater than or equal to " 2 ".

1. Define $\boldsymbol{N}=P Q R S+1$, then
g.c.d $(P, N)=$ g.c.d $(Q, N)=$ g.c.d $(R, N)=$ g.c.d $(S, N)=1$
2. $G=\left\{(a, b, c, d, e) \mid a, b, c, d, e \in \mathbb{Z}_{N}\right\}$

Now in $\mathbf{G}$, we define following binary operation:
3. $\left(a_{1}, b_{1}, c_{1}, d_{1}, e_{1}\right) *\left(a_{2}, b_{2}, c_{2}, d_{2}, e_{2}\right)=(x, y, z, w, l)$
where $x=a_{1}+a_{2}(\bmod \boldsymbol{N})$
$y=b_{1}+b_{2}(\bmod N)$
$z=c_{1}+c_{2}(\bmod \boldsymbol{N})$
$w=d_{1}+d_{2}(\bmod \boldsymbol{N})$
$l=a_{2} b_{1}+b_{2} c_{1}+c_{2} d_{1}+e_{1}+e_{2}(\bmod \boldsymbol{N})$
4. Now, this $\mathbf{G}$ is a non-abelian group of order $\boldsymbol{N}^{5}$.

In this group $\mathbf{G}$, we can observe the following.
5. The mapping $f: G \rightarrow G$, defined by $f(g)=g^{e}$, where $e \in\{P, Q, R, S\}$ is a permutation on $\mathbf{G}$.

Now, using the above examples, we can construct a finite non-abelian group $G$ using finite commutative ring with identity $R$. This finite group $G$ can be further used for encryption and decryption of the messages.

Let $\mathbf{R}$ be a finite commutative ring with identity.
Define $\boldsymbol{G}=\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) \mid x_{1}, x_{2}, x_{3}, x_{4}, x_{5} \in \boldsymbol{R}\right\}$
Now in $\mathbf{G}$, we define the following binary operation:

$$
\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) *\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}\right)=\left(z_{1}, z_{2}, z_{3}, z_{4}, z_{5}\right)
$$

where $z_{1}=x_{1}+y_{1}$

$$
\begin{aligned}
& z_{2}=x_{2}+y_{2} \\
& z_{3}=x_{3}+y_{3} \\
& z_{4}=x_{4}+y_{4} \\
& z_{5}=y_{1} x_{3}+y_{2} x_{4}+x_{5}+y_{5} \\
& \quad \quad|\boldsymbol{G}|=|\boldsymbol{R}|^{5}
\end{aligned}
$$

The mapping $f: \boldsymbol{G} \rightarrow \boldsymbol{G}$, defined by $f(g)=g^{e}$, where $g . c . d(e,|\boldsymbol{R}|)=1$ is a permutation on $\mathbf{G}$.
Similarly, we can construct another finite non-abelian group $\mathbf{H}$ using $\mathbf{R}$.
Define $\boldsymbol{H}=\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) \mid x_{1}, x_{2}, x_{3}, x_{4}, x_{5} \in \boldsymbol{R}\right\}$
Now in $\mathbf{H}$, we define the following binary operation:

$$
\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) *\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}\right)=\left(z_{1}, z_{2}, z_{3}, z_{4}, z_{5}\right)
$$

where $z_{1}=x_{1}+y_{1}$

$$
\begin{aligned}
& z_{2}=x_{2}+y_{2} \\
& z_{3}=x_{3}+y_{3} \\
& z_{4}=x_{4}+y_{4} \\
& z_{5}=y_{1} x_{2}+y_{2} x_{2}+y_{3} x_{4}+x_{5}+y_{5}
\end{aligned}
$$

$$
|H|=|R|^{5}
$$

The mapping $\varphi: \boldsymbol{H} \rightarrow \boldsymbol{H}$, defined by $\varphi(h)=h^{e}$, where g.c.d $(e,|\boldsymbol{R}|)=1$ is a permutation on $\mathbf{H}$.

## 6. Encryption schemes over Group Algebra RG

Taking $f(\boldsymbol{x}, \boldsymbol{y}, \mathbf{z})=a+b \boldsymbol{x}+c \boldsymbol{y}+d \mathbf{z}+e \boldsymbol{x} \boldsymbol{y}+f \boldsymbol{x} \mathbf{z}+g \boldsymbol{y} \mathbf{z}+h \boldsymbol{x} \boldsymbol{y} \mathbf{z} \in \boldsymbol{R} \boldsymbol{G}$
where $a, b, c, d, e, f, g, h \in R$
$G=\{1, x, y, z, x y, x z, y z, x y z\}$
$x^{2}=y^{2}=z^{2}=(x y)^{2}=(x z)^{2}=(y z)^{2}=(x y z)^{2}=1$
$x y=y x$ and $y z=z y$ and $x z=z x$
Then we can reconstruct $f(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z})$ from $f(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}) \cdot g(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z})$, where
$g(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z})=a_{1}+b_{1} \boldsymbol{x}+c_{1} \boldsymbol{y}+d_{1} \mathbf{z}+e_{1} \boldsymbol{x} \boldsymbol{y}+f_{1} \boldsymbol{x} \boldsymbol{z}+g_{1} \boldsymbol{y z}+h_{1} \boldsymbol{x} \boldsymbol{y} \mathbf{z}$ if and only if

$$
A=\left[\begin{array}{llllllll}
a_{1} & b_{1} & c_{1} & d_{1} & e_{1} & f_{1} & g_{1} & h_{1} \\
b_{1} & a_{1} & e_{1} & f_{1} & c_{1} & d_{1} & h_{1} & g_{1} \\
c_{1} & e_{1} & a_{1} & g_{1} & b_{1} & h_{1} & d_{1} & f_{1} \\
d_{1} & f_{1} & g_{1} & a_{1} & h_{1} & b_{1} & c_{1} & e_{1} \\
e_{1} & c_{1} & b_{1} & h_{1} & a_{1} & g_{1} & f_{1} & d_{1} \\
f_{1} & d_{1} & h_{1} & b_{1} & g_{1} & a_{1} & e_{1} & c_{1} \\
g_{1} & h_{1} & d_{1} & c_{1} & f_{1} & e_{1} & a_{1} & b_{1} \\
h_{1} & g_{1} & f_{1} & e_{1} & d_{1} & c_{1} & b_{1} & a_{1}
\end{array}\right]
$$

is invertible over $\boldsymbol{R}$
In this case, we are taking $R=(\mathcal{P}(X), \oplus, \bullet ; 1=X, 0=\phi)$
where $a_{1}, b_{1}, c_{1}, d_{1}, e_{1}, f_{1}, g_{1}, h_{1} \in \mathcal{P}(X)$ such that
$a_{1}, b_{1}, c_{1}, d_{1}, e_{1}, f_{1}, g_{1}, h_{1}$ forms a partition of $\boldsymbol{X}$
$A=$

| $a_{1}$ | $b_{1}$ | $c_{1}$ | $d_{1}$ | $e_{1}$ | $f_{1}$ | $g_{1}$ | $h_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $b_{1}$ | $a_{1}$ | $e_{1}$ | $f_{1}$ | $c_{1}$ | $d_{1}$ | $h_{1}$ | $g_{1}$ |
| $c_{1}$ | $e_{1}$ | $a_{1}$ | $g_{1}$ | $b_{1}$ | $h_{1}$ | $d_{1}$ | $f_{1}$ |


| $d_{1}$ | $f_{1}$ | $g_{1}$ | $a_{1}$ | $h_{1}$ | $b_{1}$ | $c_{1}$ | $e_{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $e_{1}$ | $c_{1}$ | $b_{1}$ | $h_{1}$ | $a_{1}$ | $g_{1}$ | $f_{1}$ | $d_{1}$ |
| $f_{1}$ | $d_{1}$ | $h_{1}$ | $b_{1}$ | $g_{1}$ | $a_{1}$ | $e_{1}$ | $c_{1}$ |
| $g_{1}$ | $h_{1}$ | $d_{1}$ | $c_{1}$ | $f_{1}$ | $e_{1}$ | $a_{1}$ | $b_{1}$ |
| $h_{1}$ | $g_{1}$ | $f_{1}$ | $e_{1}$ | $d_{1}$ | $c_{1}$ | $b_{1}$ | $a_{1}$ |

Here, it is interesting to note that $A$ is a Latin square.

Theorem 6.1: $G=\langle 1, x\rangle \times\langle 1, y\rangle \times\langle 1, z\rangle \times\langle 1, w\rangle$, where, $x^{2}=y^{2}=z^{2}=w^{2}=1$
$x y=y x, x z=z x, x w=w x, y z=z y, y w=w y, z w=w z$
i.e $\boldsymbol{G}=\boldsymbol{C}_{\mathbf{2}} \times \boldsymbol{C}_{\mathbf{2}} \times \boldsymbol{C}_{\mathbf{2}} \times \boldsymbol{C}_{\mathbf{2}}=$ Direct Product
if 4 copies of cyclic groups of order "2".
Let $(R,+, \bullet)$ be given commutative ring with unity $1 \neq 0$.
Consider the group algebra $\boldsymbol{R G}$.
$R G=\{a+b x+c y+d z+e w+f(x y)+g(x z)+h(x w)+i(y z)+j(y w)+k(z w)+l(x y z)$

$$
+m(x y w)+n(x z w)+o(y z w)+p(x y z w) ; a, b, c \cdots o, p \in R\}
$$

Let $f(x, y, z, w)=a+b x+c y+d z+e w+f(x y)+g(x z)+h(x w)+i(y w)+k(z w)+$
$\boldsymbol{l}(\boldsymbol{x y z})+\boldsymbol{m}(x y w)+\boldsymbol{n}(x z w)+\boldsymbol{o}(y z w)+\boldsymbol{p}(x y z w) \in R G$
Then we can reconstruct $f(x, y, z, w)$ from $f(x, y, z, w) \cdot g(x, y, z, w)$, where
$g(x, y, z, w)=a_{1}+b_{1} x+c_{1} y+d_{1} z+e_{1} w+f_{1} x y+g_{1} x z+h_{1} x w+i_{1} y z+j_{1} y w+k_{1} z w$
$+l_{1} x y z+m_{1} x y w+n_{1} x z w+o_{1} y z w+p_{1} x y z w$

## If and only if

$$
B=\left[\begin{array}{llllllllllllllll}
a_{1} & b_{1} & c_{1} & d_{1} & e_{1} & f_{1} & g_{1} & h_{1} & i_{1} & j_{1} & k_{1} & l_{1} & m_{1} & n_{1} & o_{1} & p_{1} \\
b_{1} & a_{1} & f_{1} & g_{1} & h_{1} & c_{1} & d_{1} & e_{1} & l_{1} & m_{1} & n_{1} & i_{1} & j_{1} & k_{1} & p_{1} & o_{1} \\
c_{1} & f_{1} & a_{1} & i_{1} & j_{1} & b_{1} & l_{1} & m_{1} & d_{1} & e_{1} & o_{1} & g_{1} & h_{1} & p_{1} & k_{1} & n_{1} \\
d_{1} & g_{1} & i_{1} & a_{1} & k_{1} & l_{1} & b_{1} & n_{1} & c_{1} & o_{1} & e_{1} & f_{1} & p_{1} & h_{1} & j_{1} & m_{1} \\
e_{1} & h_{1} & j_{1} & k_{1} & a_{1} & m_{1} & n_{1} & b_{1} & o_{1} & c_{1} & d_{1} & p_{1} & f_{1} & g_{1} & i_{1} & l_{1} \\
f_{1} & c_{1} & b_{1} & l_{1} & m_{1} & a_{1} & i_{1} & j_{1} & g_{1} & h_{1} & p_{1} & d_{1} & e_{1} & o_{1} & n_{1} & k_{1} \\
g_{1} & d_{1} & l_{1} & b_{1} & n_{1} & i_{1} & a_{1} & k_{1} & f_{1} & p_{1} & h_{1} & c_{1} & o_{1} & e_{1} & m_{1} & j_{1} \\
h_{1} & e_{1} & m_{1} & n_{1} & b_{1} & j_{1} & k_{1} & a_{1} & p_{1} & f_{1} & g_{1} & o_{1} & c_{1} & d_{1} & l_{1} & i_{1} \\
i_{1} & l_{1} & d_{1} & c_{1} & o_{1} & g_{1} & f_{1} & p_{1} & a_{1} & k_{1} & j_{1} & b_{1} & n_{1} & m_{1} & e_{1} & h_{1} \\
j_{1} & m_{1} & e_{1} & o_{1} & c_{1} & h_{1} & p_{1} & f_{1} & k_{1} & a_{1} & i_{1} & n_{1} & b_{1} & l_{1} & d_{1} & g_{1} \\
k_{1} & k_{1} & k_{1} & e_{1} & d_{1} & p_{1} & h_{1} & g_{1} & j_{1} & i_{1} & a_{1} & m_{1} & l_{1} & b_{1} & c_{1} & f_{1} \\
l_{1} & i_{1} & g_{1} & f_{1} & p_{1} & d_{1} & c_{1} & o_{1} & b_{1} & n_{1} & m_{1} & a_{1} & k_{1} & j_{1} & h_{1} & e_{1} \\
m_{1} & j_{1} & h_{1} & p_{1} & f_{1} & e_{1} & o_{1} & c_{1} & n_{1} & b_{1} & l_{1} & k_{1} & a_{1} & i_{1} & g_{1} & d_{1} \\
n_{1} & k_{1} & p_{1} & h_{1} & g_{1} & o_{1} & e_{1} & d_{1} & m_{1} & l_{1} & b_{1} & j_{1} & i_{1} & a_{1} & f_{1} & c_{1} \\
o_{1} & p_{1} & k_{1} & j_{1} & i_{1} & n_{1} & m_{1} & l_{1} & e_{1} & d_{1} & c_{1} & h_{1} & g_{1} & f_{1} & a_{1} & b_{1} \\
m_{1} & l_{1} & k_{1} & j_{1} & i_{1} & h_{1} & g_{1} & f_{1} & e_{1} & d_{1} & c_{1} & b_{1} & a_{1}
\end{array}\right]
$$

is invertible over $R$

Corollary 6.1: Let $\boldsymbol{R}=(\boldsymbol{P}(\boldsymbol{X}),+, \bullet ; 1=X, 0=\{ \})$ be a Boolean Ring with $|X|<\infty$ $a_{1}, b_{1}, c_{1}, d_{1}, e_{1}, f_{1}, g_{1}, h_{1}, i_{1}, j_{1}, k_{1}, l_{1}, m_{1}, n_{1}, o_{1}, p_{1}$ forms a partition of $\mathbf{X}$.
Then we can reconstruct $f(x, y, z, w)$ from $f(x, y, z, w) \cdot g(x, y, z, w)$

## Example 6.1:

Group Algebra over Klein's 4 group
$\boldsymbol{G}$ has the following presentation:
$G=<x, y \mid x^{2}=y^{2}=(x y)^{2}=1>=C_{2} \times C_{2}$
$R G=\{a+b \boldsymbol{x}+c \boldsymbol{y}+d \boldsymbol{x} \boldsymbol{y} \mid a, b, c, d \in R\}$
Let $g(x, y)=a_{1}+b_{1} x+c_{1} y+d_{1} x y \in R G$ (given)
Now define a map $\psi: R G \rightarrow \mathrm{RG}$,
$\psi(f(x, y))=g(x, y) \cdot f(x, y)-g(x, y)-f(x, y)$
Then $\psi$ is bijective if and only if the following matrix $\mathbf{A}$ is invertible over $\mathbf{R}$
$\boldsymbol{A}=\left[\begin{array}{cccc}a_{1}-1 & b_{1} & c_{1} & d_{1} \\ b_{1} & a_{1}-1 & d_{1} & c_{1} \\ c_{1} & d_{1} & a_{1}-1 & b_{1} \\ d_{1} & c_{1} & b_{1} & a_{1}-1\end{array}\right]$
As a special case if $\boldsymbol{R}=(\boldsymbol{P}(\boldsymbol{X}),+, \bullet ; 1=X, 0=\{ \})$ be a Boolean Ring with $|X|<\infty$ $b_{1}, c_{1}, d_{1}$ forms a partition of $\boldsymbol{a}_{\mathbf{1}}$.

Theorem 6.2: Let $R=\left(\mathbb{Z}_{N},+_{N}, \times_{N}\right)$ be a ring of integers modN, where $N$ is a fixed large positive integer.
Let $f(\boldsymbol{x}, \boldsymbol{y})=a+b \boldsymbol{x}+c \boldsymbol{y}+d \boldsymbol{x} \boldsymbol{y}$ be a given polynomial over $\left(\mathbb{Z}_{N},+_{N}, \times_{N}\right)$.
We can reconstruct $\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y})$ from $f\left(\alpha_{0} \boldsymbol{x}+\beta_{0}, \alpha_{1} \boldsymbol{y}+\beta_{1}\right)$ if and only if $\boldsymbol{g c d}\left(\alpha_{0} . \alpha_{1}, \boldsymbol{N}\right)=\mathbf{1}$

## Proof:

$$
\begin{aligned}
& f\left(\alpha_{0} \boldsymbol{x}+\beta_{0}, \alpha_{1} \boldsymbol{y}+\beta_{1}\right) \\
& \quad=\left(a+b \beta_{0}+c \beta_{1}+d \beta_{0} \beta_{1}\right)+\left(b \alpha_{0}+d \alpha_{0} \beta_{1}\right) \boldsymbol{x}+\left(c \alpha_{1}+d \beta_{0} \alpha_{1}\right) \boldsymbol{y}+d \alpha_{0} \alpha_{1} \boldsymbol{x} \boldsymbol{y}
\end{aligned}
$$

$$
\left[\begin{array}{cccc}
1 & \beta_{0} & \beta_{1} & \beta_{0} \beta_{1} \\
0 & \alpha_{0} & 0 & \alpha_{0} \beta_{1} \\
0 & 0 & \alpha_{1} & \beta_{0} \alpha_{1} \\
0 & 0 & 0 & \alpha_{0} \alpha_{1}
\end{array}\right] \cdot\left[\begin{array}{l}
a \\
b \\
c \\
d
\end{array}\right]=\left[\begin{array}{l}
a^{\prime} \\
b^{\prime} \\
c^{\prime} \\
d^{\prime}
\end{array}\right]
$$

$\left[\begin{array}{cccc}1 & \beta_{0} & \beta_{1} & \beta_{0} \beta_{1} \\ 0 & \alpha_{0} & 0 & \alpha_{0} \beta_{1} \\ 0 & 0 & \alpha_{1} & \beta_{0} \alpha_{1} \\ 0 & 0 & 0 & \alpha_{0} \alpha_{1}\end{array}\right] \in M_{4}\left(\mathbb{Z}_{N}\right)$ is invertible iff $\boldsymbol{g} \boldsymbol{c d}\left(\boldsymbol{\alpha}_{\mathbf{0}} \cdot \boldsymbol{\alpha}_{\mathbf{1}}, \boldsymbol{N}\right)=\mathbf{1}$
Determinant of this matrix $=\left(\alpha_{0} . \alpha_{1}\right)^{2}$
Similarly,
taking $f(x, y, z)=a^{\prime}+b^{\prime} \boldsymbol{x}+c^{\prime} \boldsymbol{y}+d^{\prime} \boldsymbol{z}+e^{\prime} \boldsymbol{x} \boldsymbol{y}+f^{\prime} \boldsymbol{y z}+g^{\prime} \boldsymbol{x} \mathbf{z}+h^{\prime} \boldsymbol{x} \boldsymbol{y} \mathbf{z}$
we define $f\left(\alpha_{0} \boldsymbol{x}+\beta_{0}, \alpha_{1} \boldsymbol{y}+\beta_{1}, \alpha_{2} \boldsymbol{z}+\beta_{2}\right)$ such that $\boldsymbol{g} \boldsymbol{c d}\left(\alpha_{\mathbf{0}} \cdot \boldsymbol{\alpha}_{\mathbf{1}} \cdot \alpha_{1}, \boldsymbol{N}\right)=\mathbf{1}$
$A=\left[\begin{array}{cccccccc}1 & \beta_{0} & \beta_{1} & \beta_{2} & \beta_{0} \beta_{1} & \beta_{1} \beta_{2} & \beta_{0} \beta_{2} & \beta_{0} \beta_{1} \beta_{2} \\ 0 & \alpha_{0} & 0 & 0 & \alpha_{0} \beta_{1} & 0 & \alpha_{0} \beta_{2} & \alpha_{0} \beta_{1} \beta_{2} \\ 0 & 0 & \alpha_{1} & 0 & \alpha_{1} \beta_{0} & \beta_{1} \beta_{2} & 0 & \alpha_{1} \beta_{0} \beta_{2} \\ 0 & 0 & 0 & \alpha_{2} & 0 & \alpha_{2} \beta_{1} & \alpha_{2} \beta_{0} & \alpha_{2} \beta_{0} \beta_{1} \\ 0 & 0 & 0 & 0 & \alpha_{0} \alpha_{1} & 0 & 0 & \alpha_{0} \alpha_{1} \beta_{2} \\ 0 & 0 & 0 & 0 & 0 & \alpha_{1} \alpha_{2} & 0 & \alpha_{1} \alpha_{2} \beta_{0} \\ 0 & 0 & 0 & 0 & 0 & 0 & \alpha_{0} \alpha_{2} & \alpha_{0} \beta_{1} \beta_{2} \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & \alpha_{0} \alpha_{1} \alpha_{2}\end{array}\right]$
$\in M_{8}\left(\mathbb{Z}_{N}\right)$ is invertible iff $\boldsymbol{g c d}\left(\boldsymbol{\alpha}_{\mathbf{0}} \cdot \boldsymbol{\alpha}_{\boldsymbol{1}} \cdot \boldsymbol{\alpha}_{\mathbf{2}}, \boldsymbol{N}\right)=\mathbf{1}$
Determinant of this matrix $=\left(\alpha_{0} \cdot \alpha_{1} \cdot \alpha_{2}\right)^{4}$

Example 6.2: Let $R$ be any given commutative ring with identity. Let $G$ be the given group generated by $\{x, y\}$ such that $\boldsymbol{x}^{2}=\boldsymbol{y}^{2}=1, \boldsymbol{x y}=\boldsymbol{y} \boldsymbol{x}$.
Consider the group algebra $R G$

| $\bullet$ | $\mathbf{1}$ | $x$ | $y$ | $x y$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | $\mathbf{1}$ | $\boldsymbol{x}$ | $\boldsymbol{y}$ | $\boldsymbol{x y}$ |
| $x$ | $\boldsymbol{x}$ | $\mathbf{1}$ | $\boldsymbol{x y}$ | $\boldsymbol{y}$ |
| $y$ | $\boldsymbol{y}$ | $\boldsymbol{x y}$ | $\mathbf{1}$ | $\boldsymbol{x}$ |


| $x y$ | $x y$ | $\boldsymbol{y}$ | $\boldsymbol{x}$ | $\mathbf{1}$ |
| :--- | :--- | :--- | :--- | :--- |

Now our basic ring is $\boldsymbol{R} \boldsymbol{G}$, where, we are considering polynomials over $\boldsymbol{R} \boldsymbol{G}$.
Let $f(\boldsymbol{x}, \boldsymbol{y})=a+b \boldsymbol{x}+c \boldsymbol{y}+d \boldsymbol{x} \boldsymbol{y}$ be the given polynomial in " $\boldsymbol{x}$ " and " $\boldsymbol{y}$ " over $\boldsymbol{R} \boldsymbol{G}$.
We can reconstruct $f(\boldsymbol{x}, \boldsymbol{y})$ from $f(\boldsymbol{x}, \boldsymbol{y}) \cdot g(\boldsymbol{x}, \boldsymbol{y})$, where $g(\boldsymbol{x}, \boldsymbol{y})=a_{1}+b_{1} \boldsymbol{x}+c_{1} \boldsymbol{y}+d_{1} \boldsymbol{x} \boldsymbol{y}$ iff
$\left[\begin{array}{llll}a_{1} & b_{1} & c_{1} & d_{1} \\ b_{1} & a_{1} & d_{1} & c_{1} \\ c_{1} & d_{1} & a_{1} & b_{1} \\ d_{1} & c_{1} & b_{1} & a_{1}\end{array}\right]$ is invertible over $R$.
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