








basic terminology, like AND logic gate with input 1 and 0, 

buffer to store the value, and switch to relay the output to the 

another system. 

STEP 2: Simulation runs for 10s and the output of the 

simulation is showed in the display box. Buffer and sampling 

switch works perfectly according to the theoretical way.

STEP 3: Simulation runs for 5s and output transferred to a file 

and also in the display box. The output of N-

cannot be transferred to the file, and output cannot reach to

display. It is only for testing purpose. 

STEP 4: Simulation runs for 0.05s and we do not get the 

desired output. AND gate works and the time finishes. The 

output of AND gate cannot be stored in buffer for why we 

don’t get any output in “display” and “display1”.

STEP 5: Simulation runs for 0.5s and we get desired outputs 

in the appropriate display box. 

basic terminology, like AND logic gate with input 1 and 0, 

elay the output to the 
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-Sample switch 
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Simulation runs for 0.05s and we do not get the 

desired output. AND gate works and the time finishes. The 

output of AND gate cannot be stored in buffer for why we 

don’t get any output in “display” and “display1”. 

 
get desired outputs 

 

After simulating these stepwise process

basic proposed system which is as follows:

 

Figure 1: The basic circuit to replace

control 

 

Comparison with bit-interleaved Mechanism

We are designing the bit-interleaved scheme 

mechanism and the working principle of the bit

scheme maintained using the “display” box. The logical 

operator gives the output which is compared with the bit

position to store and stored in the buffer and sampling switch 

is delivering the output comparing the set

zero. The comparison gates are the building block of the bit

interleaved system. We are using same input and same 

simulation time to check the working methodologies. Our 

proposed system resides in this mechanism.

interleaved system according to our design is as follows:

                     Figure 2: Bit Interleaved System

 

STEP 1: Simulation time 10s. This is used to check the 

system. ”Display” block at every point is showing the output.

 

After simulating these stepwise processes we have found our 

basic proposed system which is as follows: 

 
Figure 1: The basic circuit to replace inside chip for heat 

interleaved Mechanism:  

interleaved scheme for our proposed 

principle of the bit-interleaved 

scheme maintained using the “display” box. The logical 

operator gives the output which is compared with the bit-

position to store and stored in the buffer and sampling switch 

is delivering the output comparing the set-bit and the level 

zero. The comparison gates are the building block of the bit-

interleaved system. We are using same input and same 

simulation time to check the working methodologies. Our 

proposed system resides in this mechanism. The bit 

interleaved system according to our design is as follows: 

 
Figure 2: Bit Interleaved System 

This is used to check the 

system. ”Display” block at every point is showing the output. 







With this end in view we modified our previous proposed 

design in the following way: 

        Figure 5: Checking fault and mechanism to tolera

Some simple examples of fault tolerance is included with the 

following figures and description: 

 
Figure 6: RGB values bit interpretation checking 

fault detect 

 
Figure 7: Waveform shows data in operation and 

its slight delay in order to reduce fault. 

 
Figure 8: Slight change to detect edge in order to detect f

 

In this way, we can detect slight change and we can omit the 

change of bit levels and fixed the value of bits to either 0/1 to 

reduce bit-level fluctuations and in that way we can improve 

performance of the processors. Simultaneously, the less on/off 

of the processors chips will be made, the less the temperature 

increment will happen. 

IV. CONCLUSION 

In this paper, we propose two techniques to reduce the 

generated heat to microprocessor. The first technique is the 

prediction mechanism that predicts the required operations 

which intern works as a sinkhole and thus reduces

The second technique is to fabricate the processor with new 

metal that works as a heat drain system reducing significant 

With this end in view we modified our previous proposed 

 
: Checking fault and mechanism to tolerate fault. 

of fault tolerance is included with the 

checking in order to 

 
Figure 7: Waveform shows data in operation and detection of 

 
detect edge in order to detect fault. 

we can detect slight change and we can omit the 

change of bit levels and fixed the value of bits to either 0/1 to 

level fluctuations and in that way we can improve 

performance of the processors. Simultaneously, the less on/off 

chips will be made, the less the temperature 

In this paper, we propose two techniques to reduce the 

The first technique is the 

mechanism that predicts the required operations 

which intern works as a sinkhole and thus reduces the heat. 

is to fabricate the processor with new 

metal that works as a heat drain system reducing significant 

heat. Our proposed techniques reduce the generated heat in the 

microprocessor and thus improve performance.

 

We will further extend our work 

integrated system. Considering each and every operation 

inside microprocessor and designing a 

that improves performance and reduces

increment. Though the work considers different architectures 

of microprocessor, it will be extend

Simultaneous Multithreaded Multiprocessor 

Multiprocessors. 
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flop is versatile and is a widely used type of 

flop. The J and K designations for the inputs have no 

are adjacent letters in 

flop is identical 

flop in the SET, RESET and no-

change condition of operation. The difference is that the J

flip-flop has no invalid state as does the S

 

 

Figure 4 shows the basic internal logic for a positive edge

triggered J-K flip-flop. Notice that it differs from the S

edge-triggered flip-flop in that the Q output is connected 

back to the input of gate where K input is feed, and the Q’ 

output is connected back to the input of gate where J input is 

feed. A J-K flip-flop can also be of negative edge

in which case the clock input is inverted

 

 

As you can see, on each successive clock spike, the flip

changes to the opposite state. This mode is called toggle 

operation.  

 

 

Matlab generated code for the model 
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change condition of operation. The difference is that the J-K 

flop has no invalid state as does the S-R flip-flop. 

Figure 4 shows the basic internal logic for a positive edge-

flop. Notice that it differs from the S-R 

flop in that the Q output is connected 

back to the input of gate where K input is feed, and the Q’ 

s connected back to the input of gate where J input is 

flop can also be of negative edge-triggered 

in which case the clock input is inverted. 

As you can see, on each successive clock spike, the flip-flop 

is mode is called toggle 

Matlab generated code for the model this work simulated:  


