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Abstract. With the increasing emphasis on green development, garbage classi-

fication has become one of the important elements of green development. How-

ever, in scenarios where garbage stacking occurs, the task of segmenting highly 

overlapping objects is difficult because the bottom garbage is in an obscured 

state and its contours and obscured boundaries are usually difficult to distin-

guish. In this paper, we propose an Op-PSA model, which uses the HTC model 

as the baseline model and improves the modeling method of backbone network 

and model interest region using attention model and occlusion perception mod-

el. The Op-PSA model constructs the image as two overlapping layers and uses 

the two-layer structure to explicitly model the occluded and occluded objects, 

so that the boundaries of the occluded and occluded objects are naturally de-

coupled, and their interactions are considered in the mask regression. It is ex-

perimentally verified that the model can effectively detect the masked garbage 

and improve the detection accuracy of the masked garbage. 

Keywords: Instance segmentation, Garbage detection, Attention model, Occlu-

sion recognition. 

1 Introduction 

Nowadays, garbage detection on urban streets often relies on manual sorting and re-

cycling, which makes this task time-consuming and laborious [1]. Because garbage is 

often stacked together in the real world, which leads to the phenomenon of garbage 

being blocked, and the accuracy of detection and recognition of blocked garbage is 

seriously affected by the problem of incomplete information and fuzzy boundary in-

formation [2-3]. How to accurately detect and recognize blocked garbage is an im-

portant problem of Waste sorting, which has important research significance [4].  

Therefore, this study investigates high-precision image segmentation for garbage 

with difficult feature extraction in the presence of occlusion, and provides a new solu-

tion for the optimization of domestic garbage detection methods. 

In this paper, we use an instance segmentation technique based on the attention 

model and the occlusion perception model to solve the above problem. First, the at-

tention model enables the neural network model to give different attention to different 
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parts of the input data by simulating the attention allocation of the human brain, 

which in turn improves the detection quality of spam instance segmentation. Second-

ly, occlusion perception refers to modeling the region of interest in an image as two 

overlapping layers, with the upper layer detecting the occluder object and the lower 

layer inferring the partially occludee target object, thus deconstructing the boundary 

between the occluder object and the occludee object, and facilitating subsequent in-

stance segmentation detection. Finally, we implement an instance segmentation model 

that can effectively improve the accuracy of spam detection.  

2 Related Work 

2.1 Garbage instance segmentation detection 

Recently, the study of intelligent classification, detection, and segmentation of gar-

bage using computer vision techniques has attracted a great deal of interest from re-

searchers. The research of the garbage detection method based on instance segmenta-

tion is presented below. Xu [5] designed an algorithmic model applicable to street 

garbage recognition and detection, which is improved from a general sample segmen-

tation model YOLACT. To address the problem of high hardware deployment re-

quirements for garbage convolutional neural networks, Wang [6] proposed a simple 

and feasible garbage object segmentation algorithm based on RGBD features and 

SVM. 

The aforementioned studies have been conducted to improve the detection speed of 

garbage, enhance the detection of garbage in the water context, and increase the utili-

zation of spatial prior information on garbage. Existing research methods have im-

proved the garbage detection model from different perspectives, but have not ad-

dressed the difficulty of detection in the case of occlusion caused by garbage accumu-

lation. 

2.2 Garbage instance segmentation detection 

The detection of occluded objects has always been a hot and difficult research area in 

computer vision. In the detection of garbage, the garbage to be detected is often oc-

cluded or mutually occluded, and solving the problem of garbage occlusion can effec-

tively improve the detection of garbage ground. 

Rajaei [7] demonstrated the important role of the repetitive process of object 

recognition under occlusion conditions. Tian [8] et al. proposed the DeepParts model 

to improve the detector's detection for occluded pedestrian performance. Chu [9] et al. 

changed the proposed frame of the network based on the FPN network through mod-

ules such as EMD Loss to be able to predict multiple targets. To address the limitation 

problem of the current loss function for the occluded population, Wang [10] et al. 

proposed a bounding box regression loss function Repulsion Loss for the occluded 

population.  

It is difficult to segment instances of unnatural garbage shapes or occluded garbage 

due to occlusion when garbage is stacked in occurrence and there is no significant 

difference between object contours and occlusion boundaries.  



3 Op-PSA Model 

To address the problem that obscured garbage is not easy to detect, this paper carries 

out research on the segmentation of obscured garbage instances based on the attention 

model. 

3.1 Network Overview 

Firstly, to solve the feature extraction problem, the relationship between channels is 

studied on the above basis, and the pyramidal squeezed attention to structure is intro-

duced in the feature extraction network of the hybrid task cascade model; secendly, 

according to the occlusion relationship of the occlusion garbage, two overlapping 

layers are introduced to increase the occlusion relationship between objects for the 

construction process of the region of interest of the hybrid task cascade model. The 

general architecture of the model is shown in Figure 1. 

 

Fig. 1. Model Architecture diagram. 

3.2 Pyramid Squeezed Attention (PSA)Module 

Since the shape features of garbage are not easily extracted, this paper improves the 

feature extraction network of the hybrid task cascade model by considering the intrin-

sic connection between channels through the pyramid-squeezed attention structure 

Pyramid Squeezed Attention and automatically generates the weight of each feature 

channel according to the importance of the features using deep learning methods. On 

top of this, features with higher weights are enhanced, and conversely suppressed for 

features with lower weights.  

The motivation for conducting this work is to build more efficient and effective 

channel attention mechanisms. To this end, a new Pyramid Squeezed Attention Mod-

ule is proposed. As shown in Figure 2, the module is implemented in four main steps. 

First, the channel-level multiscale feature maps are obtained by implementing the 

proposed Pyramid Squeezed Attention Module. Second, the attention of the feature 

maps at different scales is extracted using the channel attention module to obtain the 

attention vector in the channel direction. Third, the channel attention vectors are re-

calibrated using Softmax to obtain the recalibration weights of the multi-scale chan-

nels. Fourth, the element-by-element product operation is applied to the recalibrated 

weights and the corresponding feature maps. Finally, as an output, a fine feature map 

containing richer multi-scale feature information is obtained. 
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Fig. 2. Pyramid Squeezed Attention (PSA)Module. 

As shown in figure 3, the basic operator that implements multiscale feature extraction 

in the proposed pyramidal squeezed attention model is the adaptive depth module, and 

the model extracts the spatial information of the input feature map in a multi-branch 

manner, with each branch having an input channel dimension of C.  

 

Fig. 3. Structure diagram of the pyramid squeeze attention module. 

By doing so, the model can obtain richer information about the location of the input 

tensor and process it in a parallel manner at multiple scales. As a result, feature maps 

containing a single type of kernel can be obtained. Accordingly, different spatial reso-

lutions and depths can be generated by using multi-scale convolutional kernels in a 

pyramidal structure. By compressing the channel dimensions of the input tensor, the 

spatial information at different scales on each channel feature map can be efficiently 

extracted. Finally, each feature map of different scales 𝐹𝑖 has a common channel di-

mension 𝐶 ′ =
𝐶

𝑆
 and i = 0, 1, ∙∙∙, S - 1. At this point C should be divisible by S. For 

each branch, it learns multi-scale spatial information independently and builds cross-

channel interactions in a local way. However, as the kernel size increases, the number 

of parameters increases significantly. In order to handle the input tensor at different 

kernel scales without increasing the computational effort, a group convolution method 

is introduced and applied to the convolution kernel. In addition, a new criterion is 

designed in this paper to select the group size without increasing the number of pa-

rameters. The relationship between multi-scale kernel size and group size can be writ-

ten as 

 𝐺 = 2
𝐾−1

2 , (1) 



where the quantity k is the nuclear size and G is the group size. The above equations 

have been confirmed by ablation experiments, especially when k × k = 3 × 3 and G = 

1. Finally, the multi-scale feature map generation function is given by the following 

eqution: 

 𝐹𝑖 = 𝐶𝑜𝑛𝑣(𝑘𝑖 × 𝑘𝑖 , 𝐺𝑖)(𝑋)     𝑖 = 0,1,2,∙∙∙, 𝑆 − 1, (2) 

where the ith kernel size ki = 2×（i +1）+1, the ith group size Gi = 2
𝑘𝑖−1

2 , and Fi ∈ 

RC’ ×H×W  denote the feature maps at different scales. The whole multi-scale prepro-

cessed feature map can be obtained by cascading as 

 𝐹 = 𝐶𝑎𝑡([𝐹0, 𝐹1,∙∙∙, 𝐹𝑆−1]). (3) 

F ∈ RC×H×Wis the obtained multiscale feature map. The attention weight vectors at 

different scales are obtained by extracting the channel attention weight information 

from the multi-scale preprocessed feature maps. The adaptive depth module is used to 

obtain the attention weights from the input feature maps at different scales. By doing 

so, the pyramid-squeezed attention module in this paper can fuse contextual infor-

mation at different scales and generate better pixel-level attention for high-level fea-

ture maps. To achieve the interaction of attention information, the cross-dimensional 

vectors are fused without destroying the original channel attention vectors. And thus 

the entire multi-scale channel attention vector is obtained in a cascaded manner as 

 𝑍 = 𝑍0⨁𝑍1⨁ ∙∙∙ ⨁𝑍𝑆−1, (4) 

where ⨁ is the concat operator, Zi is the attention value from Fi, and Z is the mul-

tiscale attention weight vector. Soft attention is used across channels to adaptively 

select different spatial scales, which is guided by the compact feature descriptor Zi. 

The soft assignment weights are given by the following equation: 

 𝑎𝑡𝑡𝑖 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑍𝑖) =
exp(𝑍𝑖)

∑ exp(𝑍𝑖)𝑆−1
𝑖=0

, (5) 

where Softmax is used to obtain a rescaled weight atti of the multiscale channel that 

contains all the location information on the space and the attention weights in the 

channel. By doing so, the interaction of local and global channel attention is achieved. 

Next, the feature recalibrated channel attentions are fused and stitched together to 

obtain the whole channel attention vector as 

 𝑎𝑡𝑡 = 𝑎𝑡𝑡0⨁𝑎𝑡𝑡1⨁ ⋅⋅⋅ ⨁𝑎𝑡𝑡𝑆−1, (6) 

where att denotes the multi-scale channel weights after the attention interaction. Then, 

in this paper, the recalibrated weights of the multi-scale channel attention atti are mul-

tiplied with the feature maps of the corresponding scales Fi as 

 𝑌𝑖 = 𝐹𝑖⨀𝑎𝑡𝑡𝑖      𝑖 = 1,2,3,∙∙∙, 𝑆 − 1, (7) 

where ⨀ denotes the channel multiplication and Yi denotes the feature map after ob-

taining the multi-scale channel attention weights. The splicing operator is more effi-

cient than the summation operator because it can keep the feature representation intact 



6 

without destroying the information of the original feature map. In summary, the pro-

cess of obtaining the refinement output can be written as 

 𝑂𝑢𝑡 = 𝐶𝑎𝑡([𝑌0, 𝑌1,∙∙∙, 𝑌𝑆−1]). (8) 

As shown in the above analysis, the pyramid-squeezed attention module proposed in 

this paper can integrate multi-scale spatial information and cross-channel attention 

into blocks of each feature group. Therefore, the model implemented in this paper can 

obtain better information interaction between local and global channel attention. 

3.3 Occlusion perception (Op)Module 

Distinguishing from previous top-down instance segmentation methods, this paper 

proposes a two-layer decoupling model based on Occlusion perception models the 

region of interest in an image as two overlapping layers, with the upper layer detect-

ing the occluded target and the bottom layer reasoning about the occluded tar-get. The 

explicit modeling method of the dual-layer structure separates the boundary between 

the occluder object and the occludee object, and achieves the consideration of the 

interaction between the occluder object and the target through the prediction of the 

occludee object and the boundary, thus improving the processing capability of the 

image instance segmentation model for complex occluded objects, as shown in figure 

4. The top GCN layer detects the occluder object and the bottom GCN layer infers the 

instance of the occluded garbage.  

 

Fig. 4. Double decoupled structure. 

Figure 5 shows a schematic diagram of the two-layer decoupling structure, including 

the top layer as well as the bottom layer. The overlapping part of the two is the invisi-

ble region of the occludee object, which is displayed and modeled by the two-layer 

decoupling model. The first layer, GCN, provides a large amount of occlusion infor-



mation such as the shape and position of the occludee object, and guides the instance 

segmentation process of the occluded image. 

 

Fig. 5. Invisible Occluded Region. 

The input x denotes the CNN feature after ROI extraction. Conv has 3 × 3 core con-

volution layer, FC is the full connection layer, and SAM is the spatial attention mod-

ule. Bt and Mt refer to the box and mask head at t-th stage. Different from the previ-

ous occlusion perception mask head, it regress both modal and amodal masks from 

the occludee. Our module has a double-layer GCN structure, and takes into account 

the ROI of the same interaction between the top "occluder" and the bottom "occludee". 

The occlusion occludee branch explicitly models occluded objects by performing 

joint masks and contour prediction, and extracts basic occlusion information for the 

second layer to segment the target object ("occludee"). 

 

Fig. 6. Occlusion Perception Branch. 

The system consists of a garbage detection part and a garbage segmentation part. 

Where the segmentation network can be represented as 

 𝑍 = 𝜎(𝐴𝑋𝑊𝑔) + 𝑋, (9) 

where X∈RN×K is the input feature, N=H×W is the number of pixel grids in the RoI 

region, K is the feature dimension of each node, A ∈ RN×N is the adjacency matrix 

used to define the adjacency of graph nodes by feature similarity, and Wg∈RK×K′ is 
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the learnable weight matrix of the output transformation, where in the case of this 

paper K′= K. The output feature Z∈RN×K′ consists of the node features that are updat-

ed by propagating them through the node features updated by global information 

propagation within the whole layer, which are obtained after a nonlinear function σ

（·）including layer normalization and ReLU function. In this paper, a residual con-

nection is added after the GCN layer. 

To construct the adjacency matrix A, the pairwise similarity between every two 

graph nodes xi, xj is defined in this paper by dot product similarity as 

 𝐴𝑖𝑗 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝐹(𝑥𝑖 , 𝑥𝑗)); (10) 

 𝐹(𝑥𝑖 , 𝑥𝑗) = 𝜃(𝑥𝑖)𝑇𝜙(𝑥𝑗)
𝑇
, (11) 

where θ and φ are two trainable transform functions implemented by a 1 × 1 convolu-

tion of the nonlocal operator part, making the high confidence edges between two 

nodes correspond to greater feature similarity. 

The two-layer decoupling structure will input the extracted ROI features Xroi to the 

first GCN layer to get the updated features Z0 and derive the contours and masks of 

the occluder objects. The updated feature Z0 is then added to the ROI feature as the 

input to the second GCN layer (Xf = Xroi + Z0). The second GCN layer will further 

derive the contours and masks of the occludee objects. 

For the example of occlusion prediction in the presence of occlusion, using the oc-

clusion-aware model would encode the occluded and occluder layers using two sepa-

rate occlusion prediction layers, and later fuse the results of the two layers to obtain 

the final result. 

4 Experiments 

4.1 Datasets 

In this paper, we use the publicly available Taco garbage image dataset [11] and 

Huawei Cloud's household garbage dataset [12] to build the garbage image dataset 

used in this paper for model training and testing. The constructed dataset includes 

different lighting conditions (e.g., strong, weak, nighttime, etc.) and different back-

grounds (e.g., beach, road, grassland, etc.). The collected images were labeled using 

Labelme, and the labeled images were classified into 60 categories: Battery, Food 

Can, Paper cup, etc. 

4.2 Main Results 

Quantitative evaluation.  In this paper, the proposed algorithm is compared with 

seven typical instance segmentation detection methods, including YOLACT[13], 

ContrastMask[14], Mask R-CNN[15], PANet[16],  SOLO[17], Cascade R-CNN[18], 

and HTC[19]. 



Table 1. Quantitative evaluation 

Method mAP AP0.5 AP0.75 

YOLACT 51.3 70.7 49.8 

ContrastMask 54.6 78.6 54.1 

Mask R-CNN 55.2 80.2 57.6 

PANet 57.3 81.4 59.4 

SOLO 58.0 81.7 60.8 

Cascade R-CNN 58.4 82.1 61.3 

HTC 58.5 82.3 61.5 

Op-PSA 59.0 83.1 62.9 

As can be seen from Table 1, the Op-PSA model studied in this paper achieves the 

highest detection accuracy with 83.1% of garbage detection accuracy. The Op-PSA 

model can obtain higher accuracy and recall compared with the comparison method, 

which is attributed to the fact that the Op-PSA model can more accurately separate 

the masked objects from the masked garbage and solve the low detection rate in the 

case of masking in the data set. The model can solve the occlusion problem in the 

accuracy of the pyramidal squeezed attention model and improve the model's re-

sistance to occlusion.  

Qualitative Evaluation. In order to compare subjectively, this article extracted and 

tested garbage images under occlusion from the dataset, and arranged the garbage 

images detected by various algorithms as follows. It can be seen that the Op-PSA 

model has better detection performance for garbage under occlusion, and has higher 

detection accuracy in terms of human perception. 
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Fig. 7. A large number of occluded garbage maps. 

From the above, the Op-PSA model can give better detection results for the dataset 

used in this paper, even in the case of small-scale occlusion. And by visualizing the 

front and back layers separately and modeling the boundary and mask of the occluded 

and masked objects, the detection of occlusion situations can be better grasped, with 

better recognition of the occluded garbage. 

4.3 Ablation Study 

Effectiveness of the Pyramid Squeezed Attention (PSA) Module.  In this paper, an 

ablation study is conducted to evaluate the impact of location when integrating the 

pyramid squeeze attention module into an existing architecture. In addition to the 

proposed design, three variants are considered in this paper: (1) a front position, 

where the PSA module is moved before the residual unit; (2) a back position, where 

the PSA module is after the residual unit; and (3) a parallel position, where the PSA 

module is placed on a sign connection parallel to the residual unit. These variants are 

shown in Figure 8, and the detection results of each variant are shown in Table 2. 

 

Fig. 8. Comparison diagram of ResNet and module position. 

Table 2. Ablation Experiments with Adaptive PSA Module 

PSA module mAP AP0.5 AP0.75 

Front position 58.5 82.3 61.5 

Back position 57.2 81.2 59.8 

Parallel position 58.7 82.5 62.0 

Proposed position 58.7 82.8 62.0 

From the above table, it can be observed that the modules for the front module, the 

parallel module, and the proposed position are detected well, while the model using 

the back module leads to performance degradation. This experiment shows that the 

adaptive pyramid squeezes attention module produces performance improvements 

that are stable for each location as long as they are applied before branch aggregation. 

Effectiveness of the two GCN layers.  A second GCN layer is added to the model 

and the final occlusion prediction of the effect of the second GCN on detecting the 

occlusion contours is guided by the output of the first GCN. That is, in the form of 



cascade optimization, the second level of optimization is performed on top of the first 

level after the prediction of the occlusion layer is completed. 

Table 3. Ablation experiments with two GCN layers 

First GCN 

layer guid-

ance 

Con-

tour 

Mask mAP 

AP0.5 AP0.75 

— — √ 52.8 78.4 57.1 

√ — √ 56.3 80.3 60.4 

√ √ √ 59.0 83.1 62.9 

As can be seen from Table 3, the model is guided by the first GCN output for the 

occlusion prediction of the second GCN layer to obtain a more accurate detection 

structure. Taking AP0.5 as an example, for the original model, the model with the 

two-layer decoupled structure is more accurate for garbage detection under occlusion, 

with a 1.7% increase in accuracy. With the addition of Contour, the model achieves 

the optimal detection result of 83.1%, which is 1.7% and 2.6% better than the model 

without the first GCN layer and the model without Contour, respectively. It can be 

seen that the two-layer decoupled model can indeed improve the accuracy rate of the 

improved HTC model for garbage detection by improving the garbage detection re-

sults in the case of occlusion, proving that this model has high robustness and accura-

cy. 

5 Conclusion 

In general, this paper proposes an attention model-based garbage instance segmenta-

tion detection method for obscured garbage based on the problems of difficult feature 

extraction, low feature information utilization, and more occlusion cases in the in-

stance segmentation garbage detection method. The experimental results show that 

the improved network model can better extract the features of garbage information 

and can effectively improve the accuracy of garbage detection. 
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