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efficiency [6]. Cloud service provider efficiency is 

strongly affected by load balancing which is a very 

critical problem [7]. Therefore, researchers have 

created many load balancing algorithms to overcome 

the bottleneck of cloud computing, and there is a range 

of load balancing algorithms to accomplish better load 

balancing [8]. 

C. OBJECTIVE 

These are three objectives of this paper: 

1. To introduce chosen static load balancing 

algorithms 

2. To review performance of chosen static load 

balancing algorithms 

3. To analysis response times of different types 

of static load balancing algorithms 

D. SCOPE  

In this project, we will conduct research about the 

response time on 3 load balancing algorithms which are 

Round Robin, Equally Spread Current Execution and 

Throttled. We will use cloudsim to record their 

response time and do a comparison between them. 

II. RELATED WORKS 

A. LOAD BALANCING ALGORITHM 

Load balancing algorithm is used to distribute requests 

from larger processing nodes into small processing 

nodes and then this will improve the performance of the 

system. In cloud computing, load balancing is used to 

distribute the computing resource between all the 

nodes. It can maximize resource utilization and satisfy 

users because of its fair allocation of computing 

resources. Therefore, maximizing resource utilization 

can help in reducing resource consumption and 

avoiding bottlenecks. 

1. Round Robin Load Balancing Algorithm 

Round robin is the most common and easy scheduling 

algorithm. It works based on time quantum and process 

in round form. In this load balancing, the datacenter 

controller assigns the request to VMs on a rotational 

basis. The process will wait for the last process to 

proceed. The major problem is that the new process will 

take a lot of time to complete if previous processes are 

huge and need a large amount of time. The Round 

Robin technique does not take resource abilities, 

priority, and assignment duration into account. The 

higher priority and the lengthy jobs, however, end up 

with the higher response times [9]. 

 
Figure 2.1.1: Round robin load balancing 

2. Equally Spread Current Execution  

Equally spread current execution algorithm functions 

on a continuous basis on the queue and randomly passes 

it to another virtual machine and distributes it by 

measuring the size of the coming load, then distributes 

it to a virtual machine that has light work [10]. 

 
Figure 2.1.2: Equally spread current execution  

3. Throttled Load Balancing Algorithm 

Throttled load balancing algorithm contains an index of 

virtual machines and the states, which is available or 

busy. The load balancer has the list of VMs. When a 

new request comes in, the load balancer will assign the 

request to the first available VMs .If no VMs are 

available, then the request needs to wait in queue for 

fast processing ,and it returns -1 to the datacenter and 

this will reduce the cost of usage. 





 

A) Case 1:  

• Simulation run 3 hours 

• Six customer bases UB0, UB1, UB2, UB3, UB4, UB5 

in territory 0, 1, 2, 3, 4 and 5 correspondingly. 

• Application sending setup data centers DC1 in area 3, 

DC2 in locale 4[13]. 

 

B) Case 2:  

• Simulation length 6 hours 

• Six customer bases UB0, UB1, UB2, UB3, UB4, UB5 

in zone 0, 1, 2, 3, 4 and 5 correspondingly. 

• Application sending setup data centers DC1 in zone 3, 

DC2 in locale 4. 

 

C) Comparison of response time for the load balancing 

algorithm that is Round Robin, Equally Spread 

Current Execution, Throttled Load Balancing [14]. 

 

Case 1: Response Time in Simulation 3 Hours  

 
Fig.2.3.1: Round Robin Algorithm Overall Response 

Time 

 

Fig.2.3.2: Equally Spread Current Execution 

Algorithm Overall Response Time 

 

 
Fig.2.3.3: Throttled Algorithm Overall  Response 

Time 

 

Case 2: Response Time in Simulation 6 Hours 

 

 
Fig.2.3.4: Round Robin Algorithm Overall Response 

Time 

 



 

 
Fig.2.3.5: Equally Spread Current Execution 

Algorithm Overall Response Time 

 

 
Fig.2.3.6 Throttled Algorithm Overall Response Time 

 

C. RESULTS ANALYSIS AND SUMMARY  

Table 1: Overall Response Time in Simulation 3 

Hours 

Load 

Balancing 

Algorithm 

 

Overall Response Time(ms) 

 

Avg Min  Max 

RR 174.65 34.37  466.13  

ESCE 174.60 34.37  466.13  

TLB 173.94 34.37  462.13  

 

 

Table 2: Overall Response Time in Simulation 6 

Hours 

Load 

Balancing 

Algorithm 

 

Overall Response Time(ms) 

 

Avg Min  Max 

RR 399.97 36.22 1260.27  

ESCE 399.83 36.22 1260.21 

TLB 397.44 36.22  1260.19 

 

In summary, we can see that in table 1 which Throttled 

load balancing algorithm has the best average response 

time in case 1. In table 2, Throttled load balancing 

algorithm also has the best average response in case 

2.So we can conclude that the throttled load balancing 

algorithm has the best overall response time among 

these 3 load balancing algorithms. 

III. OPEN RESEARCH ISSUES 

However, the paper only consists of the comparison of 

performance between limited load balancing algorithms 

and based on the two scenarios. Many of the scopes 

beyond this report can be discussed in the future, 

namely: 

I. Analyzing the performance of load balancing 

algorithm affect by user base usage pattern 

 

II. Discussing the performance of the centralized 

and distributed data center at each scenario.  

 

IV. CONCLUSION 

Load balancing helps distribute the total request to 

individual nodes to enhance resource utilization and 

response time. It also helps avoid heavy loads on 

individual nodes because it has fair allocation .To 

compare the response time of each load balancing 

algorithm, we choose cloud analysts to conduct our 

research. The result showed throttled load balancing 

algorithm has the better response time in cloud analysts. 

However, other algorithms like round robin algorithm 

and equally spread current execution algorithm are also 

efficient for user requests load distribution among the 

VMs [15]. 
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